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ABSTRACT 

The U.S. full dry-van truckload (FTL) industry serves as a primary channel through which goods 

move across the country, forming the essential backbone for all product categories and 

commodity groups. Following the Motor Carrier Act of 1980, the truckload industry was 

deregulated and became increasingly influenced by market dynamics. Since 2012, three distinct 

market cycles have been observed, each initiated by a significant shock or catalyst. These include 

the implementation of new Hours of Service regulations in 2013, the introduction of Electronic 

Logging Device (ELD) mandates in 2016, and the onset of the COVID-19 pandemic in 2020. 

While practitioners of the trucking industry have long attempted to predict these cycles, an 

industry-driven definition and standardized way of predicting upcoming cycles has yet to be 

written. This research first defines an industry-driven, four-phase definition of the truckload 

market cycle using insights from expert interviews and a widespread survey. Driven by these 

insights, this study uses time-series econometric model which is Vector Autoregression (VAR) 

to predict the upcoming two years of spot and contract rates based on independent variables. In 

conclusion, our findings identify the key variables that most significantly influence truckload 

market cycle projections, establish the optimal lag structure, and provide forecasts in both the 

short-term and long-term.          
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1 Introduction 

In 2023, the United States transportation industry was valued at $1.5 trillion, with the full 

truckload (FTL) sector accounting for $408.7 billion (Acar et al., 2024), representing 5.5% and 

1.5% of GDP, respectively (Bureau of Economic Analysis U.S. Department of Commerce, 

2024). 

The U.S. dry van FTL market operates in a continuous balancing act between truck 

capacity (supply) and freight demand, leading to a cyclical pattern that shifts between tight and 

soft market conditions. In a tight market, freight demand exceeds available capacity, whereas in 

a soft market, truck capacity exceeds demand (Acocella et al., 2020). Since 2008, multiple 

organizations, including Pickett Research and RXO, Inc. (formerly Coyote Logistics) have 

tracked these cycles. A shipper is the organization that sells a product that needs to be shipped, 

while a carrier is the organization that physically transports the shipment by truck. When 

shippers anticipate recurring shipments along a specific transportation lane (a route from a single 

origin to a single destination), they often enter into a contract with a carrier to lock in a fixed rate 

for a designated period of time. Contracts are only binding on price, not the quantity shipped or 

capacity provided (McBride, 2024). When shippers have low volume, infrequent shipments, or 

must transport product outside of their contracted lanes or a contracted carrier is unable to accept 

a load, shippers look to the spot market to secure capacity (Clarksons, n.d.). During tight 

markets, spot prices rise, causing shippers to pay more for capacity outside of their contracts. 

Soft markets equate to carriers having excess capacity, driving down spot prices (RXO, n.d.-a). 

Third-party brokerage firms, such as C.H. Robinson, sometimes serve as intermediaries for these 

contractual relationships and match shipper demand with carrier transportation supply (Williams, 

2025). 

As shown in Figure 1, ACT Research and C.H. Robinson currently define the truckload 

market cycle using four phases: Under Supply, Late Cycle: Balance Recovery, Over Supply, and 

Early Cycle: Balance Recovery. Under Supply is characterized by an abundance in freight 

demand and capacity shortage, leading to increasing spot rates and a need for capacity 

expansion. With shippers’ demand exceeding truckload capacity, this leads to a tight market. The 

Late Cycle: Balance Recovery is characterized by a reduction in freight demand or increase in 

capacity, causing spot rates to decline and indicating that the market is loosening. The Over 
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Supply phase, also known as a soft market (Acocella et al., 2020), occurs when truckload 

capacity exceeds shippers’ demand. During this phase, spot prices typically fall to their lowest 

point, while contract prices tend to lag behind, adjusting after approximately six months. Finally, 

Early Cycle: Balance Recovery is characterized by an increase in freight demand and tightened 

capacity, driving spot price to increase, but not peak. The market is finding equilibrium, 

rebalancing a state of excess supply in the Over Supply phase. At this time, the truckload 

business is reentering a tight market (ACT Research, 2023).  

Figure 1: Truckload Market Cycle (ACT Research, 2023 and graphic by C.H. Robinson) 

 

In addition to ACT and CHR’s four-phase truckload market cycle definition, RXO, a 

transportation solutions organization, defines the cycle using seven phases. Phase one, 

Equilibrium, represents a balanced state in which carrier capacity aligns with shipper demand. 

Phase two, Market Inflation, is characterized by rising spot rates that exceed contract rates, 

prompting an influx of carrier capacity as operators respond to increased demand. Phase three, 

the Inflationary Peak, is marked by elevated spot rates and low tender acceptance rates, signaling 

that sufficient capacity has entered the market and initiating the downturn of the cycle. Phase 

four, Market Deflation, is characterized by declining spot rates and the beginning of capacity 

exiting the market. During this period, contract rates may continue to rise as they lag in 

responding to the prior peak in spot rates. Phase five, the Deflationary Trough, occurs when 

declining rates from the prior phase have pushed capacity out of the market. This would cause an 

imbalance where demand exceeds available capacity, often leading to a rebound in spot rates. 
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Phase six, referred to as 2nd Market Inflation, is characterized by rising rates even though the 

market has not yet begun to feel the effects of the tightening capacity. Finally, phase seven marks 

the Return to Equilibrium, where carrier capacity and shipper demand are once again balanced, 

signaling the conclusion of the current cycle and the onset of a new one (RXO, n.d.-b).  

While ACT and C.H. Robinson define the truckload market cycle using a four-phase 

model and RXO adopts a seven-phase framework, both approaches fundamentally describe the 

same cyclical dynamics. Each model illustrates that rising rates are indicative of a tightening 

market in which capacity grows to meet increased demand. Conversely, both acknowledge that 

as capacity eventually supersedes demand, rates decline, prompting an exit of excess capacity 

from the market. Regardless of the number of phases, both definitions highlight the cyclical 

nature of the market as it fluctuates and consistently works to reestablish equilibrium. 

Despite the presence of multiple frameworks, a standardized methodology for identifying 

the precise timing of phase transitions or the onset of a new truckload market cycle has yet to be 

established. As a result, the timing of truckload market cycles is not fully understood. Unlike the 

predictable cadence of seasonal patterns (e.g., weekends, U.S. holidays), cycles in the full-

truckload industry do not follow such regimented patterns. Freight demand is dependent upon 

other industries including manufacturing, agriculture, retail, and real estate. To help navigate 

shifting demand patterns, the industry needs a reliable resource to assess market performance.  

Before addressing the research question, it is important to first understand the historical 

context of the truckload market cycles, which is outlined in the following paragraphs. A key 

turning point was the Motor Carrier Act of 1980 which significantly reduced government 

regulation of the trucking industry, eliminating many restrictions on carriers and making it easier 

for new entrants to join the market. Ultimately, this encouraged price competition among carriers 

(U.S. Government Accountability Office, 1981).  

Chris Pickett, formerly of Coyote Logistics and founder of Pickett Research, LLC, was 

among the first to introduce the concept of truckload business cycles, identifying the existence of 

cycles from 2007 to 2018. Figure 2 highlights spot and contract rates trends in the U.S. long-

haul, dry van, FTL market derived from Coyote Logistics Research. The orange line represents 

the year-over-year (YoY) change in spot rates, while the blue line reflects YoY contract rate 

changes based on the Cass Truckload Linehaul Index, which is derived from freight invoice data 

processed by Cass Information Systems, a freight audit and payment firm (Cass Information 
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System, n.d.). Because an estimated 70–80% of FTL transactions are contract-based (BlueGrace 

Logistics, 2022), the Cass Truckload Linehaul Index serves as a reliable indicator for tracking 

contract rate trends in the market. 

Figure 2: Truckload Market Cycles (2008-2018) (Pickett, 2018) 

 

After acquiring Coyote Logistics, RXO continued tracking the truckload market cycle, 

extending the analysis period to 2025. Figure 3, produced by RXO, illustrates YoY changes in 

truckload spot and contract rates from 2017 to 2025. The spot rate (green line) is sourced from 

RXO, while the contract rate (blue line) is derived from the Cass Truckload Linehaul Index, 

consistent with the methodology used in Pickett’s work. 
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Figure 2 and Figure 3 reveal several key similarities. Spot rates exhibit significantly 

greater volatility than contract rates across both charts. Spot rates also tend to rise earlier and 

more sharply than contract rates, then decline more quickly and steeply during downturns, 

suggesting that contract rates follow spot rate trends with more stability. Across both figures, the 

truckload market displays a pronounced cyclical pattern. 

Figure 2 shows that spot rate is highly volatile, with YoY changes ranging from 

approximately -25% to +35%. In contrast, contract rate, sourced from the Cass Truckload 

Linehaul Index, fluctuates within a much narrower band of approximately -5% to +10% YoY. 

The cycles during this time period (2008 – 2017) are relatively short, typically lasting two to 

three years, when compared to Figure 3. In contrast, RXO (Figure 3) highlights a shift in both 

volatility and cycle duration, particularly after 2020. Spot rates in this chart exhibit a much 

sharper rise and fall, ranging from -35% to as high as +65% YoY. Although contract rate also 

shows more movement than in the earlier period, they continue to lag behind spot rates. Notably, 

the cycles in Figure 3 extend over a longer duration of about four years.  

 

Figure 3: Truckload Market Cycles (2007-2025) (RXO, 2025) 

%YoY Spot Rate  
(obtained from 

Coyote Logistics) 

 

%YoY Contract Rate  

(obtained from Cass 

Linehaul Index) 

 



 13 

These charts demonstrate that the tracking of truckload business cycles predates 2012. 

However, due to data limitations, our analysis spans 2012 to 2025, a period that encompasses 

three complete truckload market cycles, as illustrated in Figure 4. We obtained long-haul, dry 

van, FTL rates from DAT Freight & Analytics, sourced from over 200 shippers in the DAT iQ 

consortium. Specifically, spot rates represent one-time shipper 'buy' transactions, while contract 

rates are derived from longer-term shipper-to-carrier agreements based on data from thousands 

of freight invoices (DAT, 2025). 

Figure 4 displays long-haul dry van FTL spot and contract rates in both U.S. dollars and 

YoY percentage changes. It also includes the spot premium ratio, defined as the percentage 

difference between spot and contract rates and given by Spot Premium Ratio =

 
Spot Rate−Contract Rate

Contract Rate
. The first cycle began in Q3 2013 and concluded in Q1 2017, spanning 15 

consecutive quarters. This period was primarily influenced by the introduction of the new Hours 

of Service (HOS) regulations, which reduced the maximum average work week for truck drivers 

from 82 to 70 hours (Bowman, 2013). The decline in available capacity contributed to increases 

in both spot and contract rates. This cycle reached a peak spot rate of $2.22 and bottomed at 

$1.58, yielding a peak-to-trough amplitude of $0.64. 

The second cycle began in Q1 2017 and was defined in part by the implementation of the 

Electronic Logging Device (ELD) mandate, a federal regulation introduced by the Federal Motor 

Carrier Safety Administration (FMCSA). This mandate required commercial motor vehicle 

drivers to electronically record their HOS in an effort to enhance road safety and improve 

regulatory compliance (Federal Motor Carrier Safety Administration, 2017). The costs associated 

with ELD installation and reduction in driving capacity due to stricter compliance, contributed to 

rising spot and contract rates (Miller et al., 2020). During this cycle, the spot market peaked at 

$2.44 before declining to a trough of $1.57, resulting in a peak-to-trough amplitude of $0.87. The 

cycle concluded in Q1 2020, spanning a total of 13 quarters. 

The third cycle emerged in response to the COVID-19 pandemic. Spot rate experienced 

an initial sharp decline as widespread lockdowns disrupted economic activity. However, 

beginning around Q2 2020, rates rebounded rapidly, fueled by a surge in demand driven by 

government stimulus payments and the gradual return of commercial activity. During this cycle, 

spot rates peaked at $2.84 and reached a trough of $1.80, resulting in a peak-to-trough amplitude 

of $1.04.  
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Figure 4 illustrates three distinct truckload market cycles spanning from April 2012 to 

March 2025. The top two lines depict the raw spot and contract rates, aligned with the left 

vertical axis (rates in USD). The lower three lines show the percent YoY change in spot and 

contract rates, along with the spot premium ratio. The peaks and troughs in both the raw and 

YoY data tend to mimic one another’s movements. Similar to the patterns observed in Pickett’s 

work and RXO’s analysis, DAT data reflects clear, cyclical behavior in spot and contract rates. 

In each case, contract rate consistently lags behind spot rate but follows a similar directional 

pattern. However, differing cycle definitions and frameworks contribute to variations in how and 

when cycle transitions are identified. 

Figure 4: DAT Spot vs. Contract Rates Over Time 

 

1.1 Problem Statement 

The truckload industry does not reliably forecast future cycles due to the unpredictable 

nature of these fluctuations. Without a method to anticipate cycle shifts in the current 

marketplace, the FTL industry, including shippers, carriers, and brokers, must react immediately 

to changing conditions. In partnership with our sponsor, C.H. Robinson, this capstone: 

   
HOS Cycle ELD Mandate COVID-19 

Pandemic 
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1) Identifies two dependent variables, spot and contract rate, that represent the truckload 

industry’s business cycles. 

2) Defines the phases of the truckload market cycle using these dependent variables. 

3) Determines the independent variables that have historically influenced the dependent 

variables. 

4) Forecasts the timing of future phases/cycles based on these factors. 

This research is intended for industry-wide use to enhance the overall efficiency and 

effectiveness of the FTL industry. It recommends an industry-informed definition of the FTL 

business cycle and identifies key independent variables that can significantly predict these 

cycles. Ultimately, this analysis forecasts the timing of shifts within and between the business 

cycle to help stakeholders prepare for fluctuations in trucking capacity and demand, focusing 

exclusively on the U.S. truckload industry. 

These insights benefit the entire FTL industry by enabling organizations to quickly adjust 

their tactical and strategic plans in response to changes in the external factors identified. The 

remainder of this capstone is structured with a State of the Practice, Methodology, Results, 

Discussion, and Conclusion.  
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2 State of the Practice 

Our research addresses a critical issue faced by the truckload industry, namely the 

absence of a comprehensive definition of the truckload business cycle and a model to predict the 

duration of future cycles. Currently, industry experts across various organizations rely on many 

metrics to understand the truckload business cycle, resulting in a fragmented and inconsistent 

definition. 

In the following sections, we discuss the current methods used to track the truckload 

business cycle (Section 2.1) and the challenges associated with the existing approaches (Section 

2.2). 

2.1 Current Industry Practices  

Today’s truckload business market employs a variety of practices and methods to 

understand and predict industry business cycles. During interviews with twenty industry experts, 

more than thirty metrics were identified as primary sources of insight. We synthesized the 

experts' definitions of the truckload business cycle into four key groups: spot and contract rates, 

tender rejection rates, supply and demand, and financial performance.  

Our interviews suggest that many industry practitioners assess the truckload business 

cycle using key rate-based metrics, most notably spot and contract rates, along with the spot 

premium ratio. Freight market platforms such as DAT Freight & Analytics, Truckstop.com, and 

FreightWaves SONAR each provide a range of tools, including real-time spot rate data, contract 

rate insights, market indices, and historical pricing trends, though offerings vary by provider. An 

interviewed executive with a major technology firm explained that the spot premium ratio serves 

as an indicator of where the truckload business cycle stands. Apart from the spot premium ratio, 

an alternative way to look at the difference between spot and contract rates is to consider the 

spread between them. A widening spread suggests an imbalance between freight demand and 

truck capacity, while a narrowing spread indicates that supply and demand are approaching 

equilibrium. 

Spot and contract rates are widely viewed as key indicators of market conditions in the 

transportation industry. Eleven interviewed professionals believe that a positive YoY spot rate 

percent change indicates a tight market, while a negative YoY percent change suggests a loose 
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market. A senior leader at a freight brokerage organization illustrated this concept using the 

Pickett Line published by Pickett Research, LLC, which visualizes spot rate changes on a YoY 

basis. Another widely accepted view among our interviewed experts is that market shifts occur 

only when a sustained positive or negative percent change in spot rates is observed, often on a 

YoY basis. However, a few interviewees also monitor week-over-week or month-over-month 

spot rate dynamics. While short-term fluctuations can be captured using shorter horizons, this 

approach requires caution due to the potential influence of noise and seasonal effects. Although 

some experts suggest that several consecutive months are needed to confirm a market shift, 

others propose that a timeframe as short as a few weeks may be sufficient. An executive at a 

forecasting organization notes that while a single week’s data cannot indicate a trend, observing 

changes over three or four weeks can reveal an inflection point, signaling that a market shift is 

underway. Some interviewed industry experts consider contract rates, but these are not typically 

used as a standalone metric. Leaders from two logistics firms emphasized that contract rates 

should be analyzed in conjunction with spot rates, as the former are significantly shaped by 

trends in the latter and can, to some extent, be forecasted based on spot rate movements. The 

truckload market often uses the spot rate as a leading indicator for where the contract rate is 

likely to go. 

Tender-related KPIs are another metric used to assess overall market conditions in the 

truckload sector. Tendering is the process by which a shipper or broker requests a carrier to haul 

freight. In the context of the truckload market cycle, two primary metrics are widely used: 1) 

tender rejection rates, which measure the percentage of loads rejected by contracted, or primary, 

carriers (SONAR Knowledge Center, 2024), and 2) routing guide depth (RGD), which quantifies 

the number of tenders beyond the primary carriers that a shipper on average must contact before 

a load is accepted (Caza & Shekhar, 2022). Many interviewed practitioners indicate since 

truckload contracts do not guarantee freight volume, carriers have the discretion to reject loads, 

leading to instances where the primary carrier declines a shipment. As a result, shippers must 

reach out to additional carriers, increasing the number of transactions or RGD and raising tender 

rejection rates. Higher values for both metrics, often driven by better opportunities in the spot 

market, force shippers to seek extra capacity and increase spot and contract rates. According to 

an analyst at a major information company, higher RGD and tender rejection rates indicate a 

tight market, whereas lower values suggest a loose market. 
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Another key dimension of market analysis is freight demand and supply capacity. First, 

demand can be broken into two distinct categories: 1) freight volume, and 2) the broader 

economy and industries highly correlated with freight. Freight volume reflects the level of 

activity occurring in the market and represents the overall movement of goods across the 

country. Metrics within this category include the American Trucking Association’s (ATA) Truck 

Tonnage Index, DAT’s Load-to-Truck Ratio (LTR), the Bureau of Transportation Statistics 

(BTS) Ton-Mile Index, Cass Information System’s Freight Index, and the Trucking Ton-Mile 

Index (Miller, 2024). As the U.S. economy expands, increased production and consumption 

drive higher demand in the FTL market. Economic indicators such as Gross Domestic Product 

(GDP), Personal Consumption Expenditure (PCE), and employment rates serve as key measures 

of economic activity and provide insights into freight demand. Additionally, during personal 

interviews, some experts suggested that manufacturing, commodity, housing, and retail 

industries are closely tied to the freight market and indicators representing these industries can 

offer valuable insights into freight demand. Second, on the supply side, experts use several 

metrics to measure freight capacity including the Federal Motor Carrier Safety Administration’s 

(FMCSA) Carrier Authority, Class 8 Orders and Active Truck Utilization, and the ATA’s 

employment data. Two interviewed experts also emphasize that tracking deadhead and empty 

miles, key indicators of operational efficiency, can provide valuable insights into market 

conditions such as capacity utilization. 

Lastly, financial performance, particularly operating revenue and profit, is another lens 

through which experts assess the health of the truckload market. Eleven interviewed industry 

specialists assess the operating revenue and profit of FTL dry van companies as key indicators of 

the truckload market’s state. One expert says it is common to evaluate the operating profits and 

revenues of large trucking companies (e.g. JB Hunt, Knight-Swift, and Heartland Express), 

brokers (e.g. Landstar and C.H. Robinson), and small carriers. FreightWaves, a data source for 

truckload industry analysis, leverages macro-carrier Knight-Swift’s YoY revenue growth and 

quarterly earnings as key indicators for projecting the future trajectory of the truckload market 

cycle and broader industry trends (Hampstead, 2025).  

In summary, spot and contract rates, tender rejection metrics, supply and demand 

indicators, and financial performance together provide a comprehensive view of the truckload 

market cycle. These measures help assess both the current state of the market and its future 
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direction. When all four types of indicators increase, including rising spot rates, higher tender 

rejections, tighter capacity utilization, and improved financial performance, the market is 

considered tight. When these indicators decline, the market is considered loose, with lower 

demand, excess capacity, and weaker financial results. While spot rates and tendering metrics are 

leading indicators of the cycle, meaning they react in real time to shocks and are considered the 

first metrics to change as the cycle shifts, contract rates and financial performance are lagging 

indicators, meaning that they take a longer time to react to changing market conditions. Each 

indicator group contributes a different type of insight into the market cycle. Spot rates and tender 

rejection metrics capture real-time shifts in market behavior, offering early signals of change. 

Supply and demand indicators help explain the underlying forces driving the market, such as 

changes in freight volume, trucking capacity, or broader economic activity. These indicators 

provide a deeper understanding of why the market is tightening or loosening, rather than just 

showing that it is. Meanwhile, contract rates and financial performance metrics reflect longer-

term trends. 

2.2 Current Challenges 

This section examines the current challenges the truckload industry faces in 

understanding and calculating the market cycle including inconsistent metrics, inadequate 

forecasting approaches, and benchmark methods. 

After interviewing twenty industry experts, a picture emerged of the current practices 

used to track and predict future truckload market cycles. However, experts referenced many 

different metrics, and a more in-depth description of these indicators can be found in Section 

3.3.1. While these metrics are useful for assessing market conditions, each provides a different 

perspective. As a result, there is currently no consensus-based metric to define the truckload 

market. 

Without proper truckload business cycle forecasting practices in place, individual 

trucking companies and the industry as a whole face significant risks. Unforeseen changes 

throughout the cycle can affect factors the industry relies upon including fuel prices, consumer 

demand, and freight costs (Morgan, 2024). Reinforcing this concept, a data scientist at a logistics 

company highlights the impact of the COVID-19 pandemic, recalling the near-overnight drop in 

consumer demand during the first weeks of the shutdown and widespread uncertainty. This 
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economic halt was quickly followed by a massive surge in demand after stimulus checks were 

issued, fueling at-home spending at a time when service-based industries were limited. Although 

the surge was promising while it lasted, the truckload business cycle has now experienced a 

prolonged downturn lasting three years. According to our interviews, this extended recessionary 

period has persisted longer than past cycles due to a sustained imbalance between excess 

capacity and weaker freight demand. While the pandemic itself could not have been predicted by 

even the most advanced technology, its effects can be analyzed to better understand the key 

drivers that most significantly impact the truckload market cycle. 

Beyond the absence of a standardized set of metrics to track the truckload business cycle, 

the methods used to measure these indicators vary widely across the industry. Some experts rely 

on YoY comparisons, while others use index-based approaches that measure changes relative to 

a fixed baseline. For example, metrics such as the Trucking Ton-Mile Index, Cass Linehaul 

Index, and Bloomberg Commodity Index are calculated relative to a fixed benchmark, rather 

than compared to absolute values or changes over time. In addition to index-based methods, 

many experts in the industry use YoY metrics, comparing current values to those from the same 

time in previous years. For instance, an executive at a leading freight marketplace evaluates spot 

rates based on historical YoY comparisons rather than against a baseline index. While YoY 

values help remove noise from seasonality by first order differencing, they only show the 

percentage change from the same point twelve months earlier while the actual underlying value 

or magnitude of that change remains unknown. Some practitioners rely on raw, non-transformed 

values to observe trends over time. While these values reflect the current state of a metric, 

viewing them at a single point in time lacks the historical context needed to assess performance 

relative to the past.  

Although each measurement approach may reflect similar trends and all raw data can be 

transformed into a benchmarked index or YoY metric, the use of different comparison methods 

makes it challenging to standardize interpretation and draw consistent conclusions across the 

industry. 
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3 Methodology 

This research establishes a consensus-driven definition of the truckload market cycle and 

identifies indicators that can help predict future phase shifts. Chapter 3 describes the research 

methodology by exploring the data collection process (Section 3.1), cycle definition (Section 

3.2), model selection process (Section 3.3), and Vector Autoregression (VAR) model (Section 

3.4). The study identifies metrics that capture the state of the FTL industry’s cycle by gathering 

insights from interviews with industry experts, a widespread survey, and existing research. Two 

dependent and multiple independent variables were selected for forecasting using time series 

modeling. 

3.1 Data Exploration 

Section 3.1 covers our data exploration, including insights from expert interviews and the 

industry survey (Section 3.1.1), as well as variable correlation analysis (Section 3.1.2). 

3.1.1 Deriving Variables from Interviews and Survey 

Data can generally be interpreted in three primary forms: raw values, growth rate 

indictors such as month-over-month (MoM) or YoY, and indexed values, which normalize data 

against a fixed benchmark to enable easier comparison across time or categories. As part of the 

initial data exploration, we evaluated pros and cons of using raw data or transforming all data 

points to YoY metrics. While YoY data highlights changes in performance compared to the 

previous year, the calculation process results in the loss of one year of data at the start of each 

dataset. Additionally, information about the current state of the market condition is lost with 

YoY data as it compares with the previous year. Therefore, we chose raw data as an input for our 

forecast modeling.  

After interviewing a diverse group of industry experts to gain insights into their 

perspectives on the truckload business cycle, a widespread survey was conducted to build upon 

expert opinions. The metrics included in the survey were derived from insights gathered during 

our expert interviews. We incorporated those findings into our broader survey to validate their 

relevance across a wider audience. The survey was distributed via email garnering 62 responses 

from 1,418 requests, LinkedIn with 49 responses, and C.H. Robinson’s contacts resulting in 8 
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responses for a total of 119 survey participants. The survey posed seven questions which can be 

found in Appendix A. 

Figure 5 shows the industry metrics most commonly used by survey respondents. The 

choices of metrics were determined based on frequently referenced indicators during expert 

interviews. In the survey, participants selected and rated metrics for evaluating market 

performance using a Likert scale from one to five, where one represented "Do not use" and five 

indicated "Highly useful." To calculate the average weighted score for a metric, each rating was 

multiplied by the number of respondents who selected it, the resulting products were summed, 

and the total was divided by the number of respondents. This score indicates how useful each 

metric is, with higher scores reflecting greater usefulness. Figure 5 highlights the top five metrics 

used, showing that respondents value DAT/Truckstop Spot Rates (US dollars per mile) the 

highest, with an average weighted score of 4.05 out of 5. Other top metrics include DAT 

Contract Rates (US dollars per mile), DAT Spot Premium Ratio, Tender Rejection Rate, and 

DAT Load-to-Truck Ratio. Although cited as the most frequently used metrics, practitioners use 

multiple methods of analyzing these metrics including raw, YoY, and indexed values. Therefore, 

this survey question sought to answer what variables are most common, but not the way the data 

is represented.  

Figure 5: Market Performance Metrics 
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The second insight, shown in Figure 6, is derived from the definitions that were 

synthesized based on expert interviews. Respondents were asked to rank their preferred sets of 

definitions of tight (expansionary) and loose (contractionary) markets.  

The majority of respondents (52%) found the definition “The TL market cycle is defined 

as a tight (expansionary) market when the spot rate crosses and exceeds the contract rate while it 

is defined as a loose (contractionary) market when the spot rate crosses and is below the contract 

rate” to be the most useful for making their business decisions. An additional 23% selected the 

definition “The TL market cycle is defined as a tight (expansionary) market when YoY percent 

changes in spot rate is positive for ≥ 3 consecutive months, while it is defined as a loose 

(contractionary) market when YoY percent change in spot rate is negative for ≥ 3 consecutive 

months.” Meanwhile, 21% favored the definition “The TL market cycle is defined as a tight 

(expansionary) market when the tender rejection rate is increasing for ≥ 3 consecutive months, 

while it is defined as a loose (contractionary) market when the tender rejection rate is decreasing 

for ≥ 3 consecutive months.” Finally, 3% indicated that “The TL market cycle is defined as a 

tight (expansionary) market when the revenue/profitability of publicly traded carrier companies 

(e.g., J.B. Hunt, Heartland Express, Knight-Swift) or independent smaller carriers is increasing 

for a sustained period, while it is defined as a loose (contractionary) market when the 

revenue/profitability of publicly traded carrier companies or independent smaller carriers is 

decreasing for a sustained period” is the most useful. 

Figure 6: Top-Ranked Definitions Survey 
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Following the survey, we developed a set of indicators grounded in interviews and 

surveys to advance to our forecast modeling.  

Table 1 presents the full list of independent variables used in our quantitative analysis to 

evaluate and forecast the truckload market cycle. Each variable was selected based on relevance 

to freight demand, capacity, economic activity, or pricing dynamics, as identified through both 

expert interviews and literature. The table provides a brief definition of each metric, along with 

its corresponding data source, which includes government databases, industry indexes, and 

private data providers. Together, these variables form the foundation of our model inputs and 

statistical evaluations. 

 

Table 1: Independent Variables, Definitions, and Data Sources 

Independent Variable Definition Data Source 

Advanced Retail Sales  

 

Monthly sales estimate of 

retail and food companies 

in the US (Federal Reserve 

Bank of St. Louis, n.d.) 

 

Federal Reserve Bank of St. 

Louis 

Bloomberg Commodity 

Index  

Index derived of 24 

commodities using futures 

contracts, weighted based 

on economic importance 

(Bloomberg Commodity 

index (BCOM), n.d.) 

Bloomberg L.P. 

Carrier Authority - Active  

 

Total number of for-hire 

carriers (Federal Motor 

Carrier Safety Authority, 

2024) 

Federal Motor Carrier Safety 

Administration 

 

Carrier Authority - Granted  

 

Number of carriers granted 

permission by FMCSA to 

operate for-hire (Federal 

Federal Motor Carrier Safety 

Administration 
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Motor Carrier Safety 

Authority, 2024) 

Carrier Authority - Net 

 

Difference between number 

of granted for-hire carriers 

and revoked for-hire 

carriers (Federal Motor 

Carrier Safety Authority, 

2024) 

Federal Motor Carrier Safety 

Administration 

 

Carrier Authority - 

Reinstated 

 

Number of carriers re-

granted permission after 

revocation by FMCSA to 

operate for-hire (Federal 

Motor Carrier Safety 

Authority, 2024) 

Federal Motor Carrier Safety 

Administration 

 

Carrier Authority - 

Revoked  

 

Number of carriers’ 

permission suspended by 

FMCSA to operate for-hire 

(Federal Motor Carrier 

Safety Authority, 2024) 

Federal Motor Carrier Safety 

Administration 

 

Class 8 Backlogs* 

 

Quantity of Class 8 trucks 

that are on order but not 

manufactured (ACT 

Research, n.d.) 

ACT Research 

 

Class 8 Build* 

 

Quantity of Class 8 trucks 

manufactured for use in the 

US (ACT Research, n.d.) 

ACT Research 

 

Class 8 Cancel* 

 

Quantity of Class 8 truck 

orders that are canceled 

(ACT Research, n.d.) 

 

ACT Research 
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Class 8 Gross* 

 

Quantity of monthly Class 

8 truck order quantity 

(ACT Research, n.d.) 

 

ACT Research 

 

Class 8 Inventory* 

 

Quantity of Class 8 trucks 

that have been 

manufactured and awaiting 

shipment to customer (ACT 

Research, n.d.) 

ACT Research 

 

Class 8 Net* 

 

Difference of Class 8 Gross 

minus Class 8 Cancel 

(ACT Research, n.d.) 

ACT Research 

 

Class 8 Retail Sales* 

 

Quantity of Class 8 truck 

orders to final customers 

(ACT Research, n.d.) 

 

ACT Research 

 

CRB Commodity Index 

 

Average of futures prices 

for 19 raw materials, 

adjusted monthly. These 

commodities are 

categorized by energy, 

agriculture, precious 

metals, and base/industrial 

metals (CRB commodity 

index, n.d.) 

Thomson 

Reuters/CoreCommodity 

 

Freight Transportation 

Services Index  

 

Annual measurement of 

freight volume throughout 

the US (IBISWorld 

Industry Reports, n.d.) 

 

Federal Reserve Economic 

Data 
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Housing Starts 

 

Monthly number of new 

housing units that have 

begun construction in the 

US (Federal Reserve Bank 

of St. Louis, n.d.) 

Federal Reserve Economic 

Data 

 

Industrial Production Index  

 

Total output of all 

industrial facilities located 

in the US (Federal Reserve 

Bank of St. Louis, n.d.) 

Federal Reserve Economic 

Data 

 

Load-Truck Ratio* 

 

Total number of freight 

loads listed on DAT’s load 

board divided by the 

number of available trucks 

for hauling (Dorf, 2016)  

DAT 

 

M1 Money Supply  

 

Measure of liquid US 

money supply that can be 

spent immediately (Federal 

Reserve Bank of St. Louis, 

n.d.) 

Federal Reserve Economic 

Data 

 

M2 Money Supply  M1 Money Supply plus 

near money (savings, 

deposits) (Federal Reserve 

Bank of St. Louis, n.d.) 

Federal Reserve Economic 

Data 

 

Manufacturing New Orders 

Index 

 

Month-over-month 

manufacturing order 

quantities (Majestic Steel 

USA, n.d.) 

 

Institute for Supply 

Management 

 

Manufacturing Purchasing 

Index  

 

Monthly measurement of 

US manufacturing 

production (Kopp, 2024) 

Institute for Supply 

Management 
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Merchant Wholesalers: 

Inventories to Sales Ratio  

 

Ratio of end-of-month 

inventory values to 

monthly sales (Federal 

Reserve Bank of St. Louis, 

n.d.) 

Federal Reserve Economic 

Data 

 

Producer Price Index The average change over 

time in the selling prices 

received by domestic 

producers for their output 

(U.S. Bureau of Labor 

Statistics, n.d.) 

 

Bureau of Labor Statistics  

 

Routing Guide Depth 

 

The number of tenders 

made before tender 

acceptance (Caza & 

Shekhar, 2023) 

C.H. Robinson 

 

S&P Commodity Index 

 

Commodity market 

benchmark  

(Hayes, 2022)  

Goldman Sachs 

 

Truck Tonnage Index  

 

Monthly measurement of 

the gross weight of freight 

transported by motor 

carriers in the US (Federal 

Reserve Bank of St. Louis, 

n.d.) 

Federal Reserve Economic 

Data 

 

U.S. No 2 Diesel Retail 

Prices 

 

Average cost per gallon of 

diesel fuel (U.S. Energy 

Information Administration 

(EIA, n.d.) 

U.S. Energy Information 

Administration 

 

Vehicle Sales 

 

Predicted annual vehicle 

sales based on monthly 

Federal Reserve Economic 

Data 
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sales data (Federal Reserve 

Bank of St. Louis, n.d.) 

 

Trucking Ton-Mile Index 

(TTMI)* 

Measures demand for for-

hire trucking services by 

calculating weighted ton-

miles moved across key 

industry sectors at the 

national level (Croke, 

2023)  

(Miller, 2024)  

(Miller & Bolumole, 2022) 

 Not publicly available 

 

Table 2 provides summary statistics using monthly data from April 2012 to March 2025, 

subject to data availability for each independent variable. The summary statistics help determine 

if all variables have the same amount of available data (count), the mean (average), standard 

deviation, minimum, 25th percentile, 50th percentile, 75th percentile, and maximum. These 

statistics determine if the variable displays a normal, left, or right skewed distribution that later 

determines how the variable is scaled for modeling. The summary statistics provide foundational 

insight into the distribution and completeness of each independent variable used in our model. 

These metrics are critical for understanding the shape and behavior of the data prior to modeling. 

The mean and median help evaluate the symmetry of the data. When these values differ, it may 

indicate a skewed distribution. Similarly, large differences between the 25th and 75th percentiles 

suggest high variability or potential outliers. This information guides our decisions on scaling 

methods, helping determine whether a variable should be treated with a linear or logarithmic 

transformation.  
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Table 2: Summary Statistics for Forecasting 

 

Additionally, Figure 7 presents the skewness of each variable, which informs the 

selection of appropriate scaling methods discussed in Section 3.4.1. The distribution of the raw 

data determines whether a logarithmic transformation (for right-skewed distributions) or a linear 

transformation (for left-skewed or normal distributions) should be applied.  
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Figure 7: Distributions of Independent Variables 
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3.1.2 Variable Correlation 

After collecting the data, we constructed a correlation matrix using same-month data, 

without accounting for lag effects, to identify initial patterns and highlight variables with strong 

contemporaneous relationships, as shown in Figure 8. By examining same-month correlations, 

we gained early insights into which indicators may be most interconnected and potentially 

influential in the truckload market cycle.  

Figure 8: Correlation Heat Map 
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Based on our interview and survey findings, spot and contract rates emerged as the most 

prevalent metrics in the industry. Consequently, we focused our analysis on the correlation 

between spot and contract rates and all independent variables in this section. 

Shown in Table 3, Money Supply, LTR, and RGD are highly correlated with spot rate 

(correlation ≥  0.8 or ≤ −0.8). On the other hand, Table 4 shows contract rate is highly 

correlated (correlation ≥  0.8 or ≤ −0.8) with PPI, Money Supply (M2), Advanced Retail 

Sales, Carrier Authority – Active, Carrier Authority – Granted, S&P Commodity Index, Housing 

Starts, Carrier Authority – Revoked, Freight Transportation Services Index, and Truck Tonnage 

Index. 

 

Table 3: Strongest Same-Month Correlations Between Independent Variables and Spot (DAT) 

Variable Spot (DAT) 

Money Supply (FRED) 0.89 

Load-to-Truck Ratio (DAT) 0.84 

Routing Guide Depth (CHR) 0.84 

 

Table 4: Strongest Same-Month Correlations Between Independent Variables and Contract 

(DAT) 

Variable Contract (DAT) 

Log(PPI (BLS)) 0.94 

M2 Money Supply (FRED) 0.91 

Advanced Retail Sales (FRED) 0.87 

Carrier Authority – Active (FMCSA) 0.87 

Log(Carrier Authority – Granted (FMCSA)) 0.87 

S&P Commodity Index (Goldman Sachs) 0.86 

Housing Starts (FRED) 0.84 

Carrier Authority - Revoked (FMCSA) (0.83) 

Freight Transportation Services Index (FRED) 0.82 

Truck Tonnage Index (FRED) 0.82 
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Correlation analysis allows us to assess how variables are related to each other at a specific 

point in time. While this provides a useful initial snapshot, it has important limitations. The 

correlation matrix does not capture how relationships evolve over time or whether one variable 

influences another (causality). At this stage, our goal is to identify correlations between potential 

explanatory variables and spot/contract rates. However, temporal dynamics are addressed later in 

Section 3.4 regarding the Vector Autoregression (VAR) model which incorporates lagged values 

to capture timing effects across variables. 

3.2 Cycle Definition 

Given the insights from our expert interviews, survey, and in partnership with C.H. 

Robinson, we developed a four-phase cycle definition of the truckload market cycle, different 

than those developed by ACT Research and RXO, outlined in the Introduction chapter. These 

metrics were chosen to represent the truckload market cycle since the majority of truckload 

professions cited them as preferred and useful metrics. The four phases are: Expansion, Peak 

Transition, Contraction, and Trough Recovery, as detailed in the following paragraphs.  

Expansion begins when both the YoY spot rate and the spot premium ratio cross above 

zero on the horizontal axis, shifting from negative to positive. This crossover marks the start of a 

new cycle. While the order in which the spot rate or spot premium ratio crosses above zero is 

negligible, it is essential that both surpass zero to confirm the start of the cycle. This requirement 

helps ensure that minor fluctuations in either metric do not falsely indicate the beginning of a 

new cycle. During Expansion, the YoY change in both the spot rate and the spot premium ratio 

exceed their values from the previous year. Expansion continues until the Peak Transition 

occurs. Expansion is characterized by increasing freight demand and/or a reduction in carrier 

supply.  

Peak Transition commences when the YoY spot and contract rates intersect, with both 

being positive. At this point, the two YoY rates reach equilibrium. Both rates remain in positive 

territory and spot and contract YoY rates continue to exceed their values from the previous year. 

Peak Transition is typically characterized by a moderate reduction in freight demand and/or an 

increase in carrier supply.  

Contraction begins when both the YoY spot rate and the spot premium ratio cross below 

zero on the horizontal axis, shifting from positive to negative. As in Expansion, the order in 
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which the spot rate or spot premium ratio crosses first is negligible; however, it is essential that 

both have moved below zero to confirm the start of Contraction. At this point, the YoY change 

in both the spot rate and the spot premium ratio falls below their values from the previous year. 

Contraction is typically characterized by a decrease in freight demand and/or an increase in 

carrier supply.  

Trough recovery is triggered when the YoY spot and contract rates intersect and both are 

negative. The YoY rates reach equilibrium and remain in negative territory indicating they 

continue to be below their values from the previous year. Trough Recovery is characterized by a 

period of moderate increase in rates, though conditions remain challenging, with a slight rise in 

freight demand and/or a reduction in carrier supply.  

As the cycle is defined, we have identified target variables: spot rate (YoY), contract rate 

(YoY), and the spot premium ratio. The YoY rates and spot premium ratio will be derived later 

through simple arithmetic. Figure 9 depicts the anatomy of the business cycle using this 

definition using spot and contract rates from DAT. 

 

Figure 9: Cycle Definition on COVID-19 Pandemic Cycle  
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3.3 Model Selection 

We looked at three methods of modeling the truckload market cycle: Ordinary Least 

Squares (OLS) regression, Autoregressive Integrated Moving Average with Exogenous 

Variables (ARIMAX), and Vector Autoregression (VAR).  

3.3.1 Model Type Considerations 

After conducting an initial exploration of the data, we ran an OLS regression model with 

the objective of forecasting spot and contract rates for 24 months in the future. To assess the 

feasibility of OLS, we initially evaluated the impact of each independent variable and its lagged 

values (up to six months) on spot rate only. The analysis revealed that only variables from the 

past two months were statistically significant to spot rate, using a p-value threshold of ≤ 0.1. 

While this suggested that OLS could capture short-term relationships, it quickly became evident 

that the model lacked the predictive strength needed for long-term horizons. Ultimately, OLS 

proved valuable as an exploratory tool but was not suitable for long-term forecasting. 

Next, we considered an Autoregressive Integrated Moving Average with Exogenous 

Variables (ARIMAX) model to forecast spot and contract rates. However, ARIMAX assumes a 

one-directional relationship, where only independent variables influence a single dependent 

variable, without interconnectedness between them. In reality, spot and contract rates are 

interdependent. During expansion, a high contract rate often pushes spot rates even higher, and 

persistently high spot rates can lead shippers and carriers to agree on higher contract rates. 

Because ARIMAX cannot simultaneously model this mutual dependence using multiple 

independent variables, it is not suitable for our forecast. 

The Vector Autoregression (VAR) model effectively captures relationships among 

multiple time series variables by treating each as a dependent variable while also incorporating 

lagged values. This approach was particularly valuable for our research as it allows us to analyze 

the bi-directional relationship between spot and contract rates as well as the effect of each 

variable’s lagged terms. Section 3.4 explains the intricacies of the chosen model, VAR.  
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3.4 Vector Autoregression (VAR) Model 

The Vector Autoregression Model (VAR) is a linear statistical model for multivariate 

time series that incorporates past lags of both the dependent variables (spot and contract rates) 

and independent variables (features). The model captures the interrelationships among all 

variables using multiple historical values, or lags, to forecast future values. The VAR model 

combines weighted external influences, historical patterns, and a random error term to produce 

forecasts. We selected this approach to jointly predict two interdependent variables while 

accounting for a range of external factors that also impact them. VAR(p) is given by  

𝒚𝒕 =  𝒄 +  𝚽𝟏𝒚𝒕−𝟏 + 𝚽𝟐𝒚𝒕−𝟐 + . . . + 𝚽𝒑𝒚𝒕−𝒑 +  𝒘𝒕 

where: 

𝒚𝒕  is a column vector of the variables at time t  

𝒄 is a column vector of intercepts 

𝚽𝒋 is a matrix of coefficients when capturing relationship of variables in 𝐲𝐭 

𝒚𝒕−𝒋 is a column vector of variables at time t –  j 

𝒘𝒕 is an error term or white noise column vector at time t where cov(wt , ws) =  0, s ≠  t  

𝑝 is an optimal lag chosen by the model using AIC function (discussed later in section 3.4.5) 

 

To clarify how our variables are structured within the VAR(p) framework, we expand the 

equation above into matrix form below. 

 

[
𝑥𝑡

𝑦𝑡
]  =  [

𝑐1

𝑐2
]  + [

𝜙11
1 𝜙12

1

𝜙21
1 𝜙22

1 ] [
𝑥𝑡−1

𝑦𝑡−1
]  + [

𝜙11
2 𝜙12

2

𝜙21
2 𝜙22

2 ] [
𝑥𝑡−2

𝑦𝑡−2
]  + …  

[
𝜙11

𝑝 𝜙12
𝑝

𝜙21
𝑝 𝜙22

𝑝 ] [
𝑥𝑡−𝑝

𝑦𝑡−𝑝
]  + [

𝑤𝑡,1

𝑤𝑡,2
]  

 

In our baseline model, the vector 𝒚𝒕  includes two variables, 𝑥𝑡 and 𝑦𝑡 ,which represent 

spot and contract rates. 

Next, we interpret the coefficient matrix (𝚽𝑗) to analyze the dynamic relationships 

between the variables in the vector autoregression (VAR) model. Specifically: 

• 𝜙11
1  represents the effect of 𝑥𝑡−1 on 𝑥𝑡 
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• 𝜙12
1  represents the effect of 𝑦𝑡−1 on 𝑥𝑡 

• 𝜙21
1   represents the effect of 𝑥𝑡−1 on 𝑦𝑡 

• 𝜙22
1  represents the effect of 𝑦𝑡−1 on 𝑦𝑡 

This structure allows us to understand how lagged values of each variable influence the 

current values of both. The remaining lag terms (from lag 2 to lag p) follow the same 

interpretation pattern (Zivot, n.d. and Rajab et al., 2022).  

One of the core assumptions of the VAR model is that all time series in 𝒚𝒕 must be 

stationary. To meet this requirement, data transformation, or differencing, may be necessary for 

variables like spot rates, contract rates, and other independent variables. This preprocessing step 

is discussed further in Section 3.4.4.  

Once stationarity is achieved, the model is estimated by selecting the optimal number of 

lags, using the Akaike Information Criterion (AIC), as described in Section 3.4.5. The VAR 

model applies a uniform optimal lag length (p) across all variables, which can be a limitation 

since, in reality, different variables may exert influence over varying time horizons. To address 

this limitation, we conduct a separate analysis of the most impactful lag for each variable, 

detailed in Section 4.2. 

The estimation process produces coefficients for every variable at each lag, which are 

then used to generate forecasts. In addition to estimating coefficients, this step also includes the 

Granger Causality Test, which evaluates whether one variable (including its lagged values) 

statistically influences another. Further details on this are provided in Section 3.4.6. Finally, 

forecasts are then produced using the VAR(p) model. 

3.4.1 Data Transformation 

We apply a manual feature scaling method before inputting the data into our VAR model 

to enable comparability and ensure interpretability. This manually transformed data is used for 

both the Granger Causality Test (Section 3.4.6) and forecasting within the VAR model. For 

variables requiring scaling, we apply either a linear or logarithmic transformation based on the 

distribution of the data, presented in Figure 7. Variables exhibiting a left-skewed or 

approximately normal distribution are scaled using a linear transformation defined as 𝑋′ =

𝑋

𝑆𝑐𝑎𝑙𝑒(𝑋)
. As an example, $1,100 is scaled to $1.1 by dividing $1,100 by 1,000. This method helps 
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maintain the interpretability of coefficients and forecasts across variables with different scales, 

such as those measured in millions compared to others with single-digit values. For variables that 

are right-skewed, we apply a logarithmic transformation to reduce skewness and stabilize the 

variance, helping to prevent heteroscedasticity that would violate the VAR model assumptions 

(Ford, 2018).  

3.4.2 Training and Testing Data 

To train and test our model, we utilize spot and contract rates from the national long-haul 

dry van FTL market, obtained from DAT Freight & Analytics due to its data accessibility and 

completeness. The dataset has a monthly cadence and covers three truckload market cycles from 

April 2012 to March 2025. To analyze cycle dynamics, we trained the model using data from 

two complete cycles (April 2012 to June 2020) and evaluated forecast accuracy using one full 

cycle covering July 2020 to March 2025. However, since certain data sources begin after April 

2012, some model iterations have varying training start dates. Importantly, we split the data 

before applying any transformations to prevent data leakage and ensure the test set remains fully 

independent from the training set. 

3.4.3 Decomposition 

Because the goal is to forecast cycle dynamics, we remove noise to eliminate false 

fluctuations and improve forecast accuracy. Hence, the first preprocessing step is to implement a 

seasonal decomposition technique to separate the trend, seasonality, and residual in order to 

analyze each component. Trend refers to the long-term direction of the dataset’s mean. 

Seasonality refers to the data’s patterns at fixed intervals and the tendency to rise and decline at 

specific points over time (e.g., the 15th of each month, holidays, etc.). Residual refers to the error 

term, or the irregular component of the time series. We used additive decomposition as both spot 

and contract rates exhibit constant seasonal variation over time.  

As a time series, additive decomposition takes the following form: 

𝑌𝑡 = 𝑇𝑡 + 𝑆𝑡 + 𝑅𝑡 

where:  

• T = trend 

• S = seasonality 

• R = residual (Penn State Eberly College of Science, n.d.-a) 
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Figure 10 displays the seasonal decomposition of DAT’s spot and contract rates. All 

graphs represent time in months on the horizonal axis. The decomposition chart consists of four 

components: 

• Original Data – Represents the actual rates 

• Trend (Cycle) – While called the trend component, the behavior closely resembles 

that of a cycle. For the purpose of this capstone, we use this component to represent 

the cyclical pattern in rates, focusing on its behavior rather than its technical label. 

• Seasonality – Reflects regular rate fluctuations 

• Residual – Represents the unpredictable component of the rates 

 

For our model, we removed only the residual component, retaining both the trend (which 

represents the cycle) and seasonality to ensure the forecast remains as close as possible to the 

original scale, as shown in Figure 11. 

Figure 10: Seasonal Decomposition 
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Figure 11: Spot and Contract Trend (Cycle) and Seasonality 

 

  

As mentioned before, after decomposing the data we found that the seasonal_decompose 

function from statsmodels' time series analysis (tsa) (called ‘trend’) closely aligns with the cycle 

pattern, as the statsmodels package in Python does not separate these components but instead 

combines them into a single estimate (Penn State Eberly College of Science, n.d.-a). This 

package employs a Centered Moving Average approach to filter the time series and takes the 

form 𝑇𝑡 =
𝑋𝑡−𝑑+1+⋯+𝑋𝑡+𝑑−1+𝑋𝑡+𝑑

𝑝
, 𝑑 =

𝑝−1

2
, 𝑝 𝑖𝑠 𝑜𝑑𝑑 and 𝑇𝑡 =

0.5𝑋𝑡−𝑑+𝑋𝑡−𝑑+1+⋯+𝑋𝑡+𝑑−1+0.5𝑋𝑡+𝑑

𝑝
, 𝑑 =

𝑝

2
, 𝑝 𝑖𝑠 𝑒𝑣𝑒𝑛 

where:  

• p = window size (i.e., the total number of observations used to compute the moving 

average centered at time t).  

• d = half-window length, used to determine how far back and forward from time t the 

averaging window should extend (Statsmodels, 2023) 

We set p = 12 to represent monthly data, allowing the model to capture annual seasonal 

patterns that recur every 12 months. For context, p would be set to one for annual data and four 

for quarterly data. The cycle component is referred to as the trend-cycle component (Huang & 

Petukhina, 1970). Therefore, for the remainder of this research, the trend and cycle component 

will be one and the same (labeled as ‘Cycle (Trend)’ in the figures). 
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3.4.4 Data Stationary 

The VAR model assumes time series variables are stationary. Stationarity refers to the 

data maintaining a near-constant mean and variance throughout the time series. Therefore, to test 

whether the original data is stationary, we applied the Augmented Dickey-Fuller (ADF) test to 

all variables in the model using the adfuller function from Python’s statsmodels time series 

analysis (tsa) tools (stattools module) library. The ADF test assumes a null hypothesis that the 

data is non-stationary. We chose to set the threshold of a p-value less than or equal to 0.05 to 

reject the null hypothesis. Therefore, if the ADF test yields 𝑝 − 𝑣𝑎𝑙𝑢𝑒 ≤  0.05, the data is 

stationary.  

For any variables that have a p-value above 0.05, it is necessary to make them stationary 

through a differencing process in the following form.  

𝑌𝑡
′ = 𝑌𝑡 − 𝑌𝑡−1  ∈ {2,3, … , T} where T is the number of time periods. 

In the case that the data is not stationary after a single differencing, it is necessary to take 

a second-order difference to make the data stationary. This can be achieved with the following 

formula. 

𝑌𝑡
′′ = 𝑌𝑡

′ − 𝑌𝑡−1
′  ∈ {2,3, … , T} where T is the number of time periods. (Kwiatkowski et al., 

1992) 

Differencing continues until the data becomes stationary before inputting it into the VAR 

model. 

3.4.5 Maximum Lag 

We implement the Akaike Information Criterion (AIC) function to choose the optimal 

number of lags. The optimal lag is found by determining the most significant lagged value of any 

given variable by minimizing the AIC, a numerical value that measures the goodness of fit of a 

particular lag. The AIC is given by 𝐴𝐼𝐶 = 2𝐾 − 2 ln(𝐿) 

where:  

• K = number of independent variables  

• L = log-likelihood estimate (Bevans, 2023) 

Choosing appropriate lag lengths in the VAR model is critical as using a lagged value too 

low misses important trends and patterns in the training data, while too large of lags may overfit 

the model and introduce greater error to the forecast (Jimoh, 2023). 
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For each model, we balance the number of lags (𝑝) with the number of variables (𝑁). 

This is because the number of estimated parameters in a VAR model should be less than the 

number of observations, following the formula:  

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 = (𝑁 × 𝑝 + 1) × 𝑁. 

Exceeding this limit increases standard errors, leading to unreliable hypothesis testing, 

poor forecast performance, and model computation failure (Lütkepohl, 2005).  

We found that the model selects optimal lags between 11 and 12 which aligns with our 

expectation, as longer lags effectively capture fuller cycle dynamics. Thus, we set the maximum 

lags between 11 or 12 in the VAR model. However, due to the number of observations ranging 

from 116 to 153, the model is limited to using fewer than six variables due to the reason stated 

above. 

3.4.6 Variable Selection using Granger Causality Test  

We applied the Granger Causality test on the training set to evaluate whether each 

independent variable had a significant impact on spot and contract rates. The test examines 

pairwise relationships within the model after VAR runs with optimal lags. The Granger Causality 

test evaluates two or more variables to determine their relationship based on the temporal 

components of time series data (Shojaie & Fox, 2022). This test is used to prove if independent 

variable X causes dependent variable Y or vice versa. The Granger Causality test is a hypothesis 

test with the null (H0) indicating that a lagged value of X does not cause Y and the alternative 

(H1) indicates that a lagged value of X does cause Y (Bobbitt, 2021). 

The Granger Causality test uses both spot and contract rates as the dependent variables 

based on the majority consensus from both interviews and survey responses. The test provides 

each variable’s statistical significance (p-value). We implemented a three-tier system of 

statistical significance based on standard practice, displayed in Table 5. 

Table 5: P-Value Significance Thresholds for Granger Causality Test 

P-Value Interpretation 

P-Value > 0.01 X does not significantly cause Y, or vice versa 

0.05 < P-Value < 0.1 X significantly causes Y, or vice versa moderately 

0.01 < P-Value < 0.05 X significantly causes Y, or vice versa  

P-Value < 0.01 X significantly causes Y, or vice versa strongly 
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We refined the VAR model by including only variables that significantly Granger-cause 

both spot and contract rates, while also preserving the causal relationship between spot and 

contract rates themselves. With these selected variables, we analyzed their coefficients, forecast 

errors, and used them to build the final forecast. 

3.4.7 Stability Condition Check  

To ensure reliable forecasting, we assess the stability of the system in the VAR model. 

The Stability Condition Check verifies the stability of the system of equations after running the 

VAR, rather than evaluating individual variables independently. Mathematically, the stability 

condition confirms whether the system is stable by checking if all eigenvalues are less than one 

in absolute value. Eigenvalues indicate how the system evolves over time—whether it remains 

stable or becomes unstable (StataCorp LLC, n.d.; Katzman et al.). However, higher lags increase 

the risk of system instability. This trade-off is important to consider when forecasting long-term, 

as we sacrifice some stability of the system to capture the cycle dynamic.  

3.4.8 Forecast and Model Validation 

Evaluating a model’s performance based on the training and test data is critical for 

assuming confidence in the out-of-sample forecast. Because we are not simply forecasting the 

dollar values for the spot and contract rates (dependent variables), but the date of the cycle shift, 

we employ two types of error metrics to validate the model. First, we use the standard error 

metric, Mean Absolute Percent Error (MAPE), to find the lowest error values. We then introduce 

our primary error metric, timing error, which measures how far off our forecast is from the 

actual phase shift. The shift is defined based on the cycle definitions in Section 3.2. This metric 

captures how accurately the model predicts the timing of transitions in the truckload market 

cycle given by 

𝐸(𝑖) = |𝑇(𝑖)
𝑎𝑐𝑡𝑢𝑎𝑙

 − 𝑇(𝑖)
𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡|, where 

• T(i)
actual is the actual start time of phase i 

• T(i)
forecast is the forecasted start time of phase i 

• E(i) is the timing error i 
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To evaluate the metric’s ability to capture bias, we assess how well it reflects both the 

accuracy and consistency of the phase shift’s timing. First, our metric measures the magnitude of 

deviation (in months) between the forecasted and actual timing of each phase shift. We focus on 

the absolute value of these errors to avoid the misleading effect of averaging signed values—

particularly important in long-term forecasts where average timing error is critical. For example, 

a -2 error (indicating the forecasted shift occurs two months later than the actual, or an 

overestimate) and a +2 error (indicating the forecasted shift occurs two months earlier, or an 

underestimate) would cancel each other out, falsely suggesting zero error and masking actual 

forecast error. Therefore, we choose to look at absolute values where a timing error of two means 

the forecasted phase shift deviates from the actual timing by two months, regardless of whether it 

is early or late. Second, in addition to average timing error, we also examine the standard 

deviation of timing errors across all four phases to assess the consistency of model performance. 

However, since our testing dataset includes only a single full cycle, we capture just one data 

point per phase, resulting in four data points per cycle. This may limit the robustness of our 

model’s accuracy assessment and introduce overfitting. Nevertheless, given the specific 

objective of this capstone to forecast the timing of shifts within and between cycles, this metric 

remains the most practical and appropriate choice. 

As described in Section 3.4.6, if the Granger Causality test reveals no statistical 

significance (p-value ≥ 0.1) for any of the following relationships—spot causing contract, 

contract causing spot, independent variable causing spot, or independent variable causing 

contract—then that independent variable is excluded from further analysis. The remaining 

variables are then introduced into the model one at a time to assess their predictive power based 

on MAPE and timing error. 

Next, for long-term forecasting, the dataset is split in July 2020, coinciding with the 

conclusion of the first two cycles, to allow testing on the third cycle and capture complete cycle 

dynamics. After introducing each variable, the model’s forecast accuracy is re-evaluated. If the 

inclusion of a variable does not lead to a reduction in timing error, it is removed. This iterative 

process continues until the combination of variables that produces the lowest forecast error is 

identified. 

We also introduce short-term forecasting, recognizing that forecast accuracy typically 

declines over longer horizons. Instead of predicting all phases in the cycle, short-term forecasting 
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focuses only on the next phase shift. We evaluate forecast accuracy within each of the four 

phases to evaluate how timing error improves. In this approach, the model is trained using data 

up to the most recent completed phase shift, then tested on the remaining period to evaluate the 

accuracy of the upcoming phase prediction. For instance, when forecasting the Peak Transition 

phase, the model is trained up until the end of the preceding Expansion phase and then tested on 

the subsequent data. Table 6 shows the split date of train and test sets in forecasting each 

upcoming phase. 

 

Table 6: Testing Data Begin Date 

Phase Split Date 

Expansion  Jan 2020 

Peak Transition  July 2020 

Contraction  July 2021 

Trough Recovery  June 2022 
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4 Results 

In this chapter, we present the results of the research and their impact on the truckload 

market cycle. We begin by evaluating the results of the Granger Causality test (Section 4.1), 

followed by an analysis of the lag significance results (Section 4.2), and conclude with the long-

term forecast (Section 4.3) and short-term forecast (Section 4.4). 

4.1 Granger Causality 

The Granger Causality test is used to determine relationships among spot rate, contract 

rate, and each independent variable. As discussed in Section 3.4.6, we only test an independent 

variable in the VAR forecasting model if it significantly (p-value <0.1) causes both spot and 

contract rates, and if spot and contract rates also cause each other in the presence of this variable, 

ensuring that all variables selected have statistically validated, bidirectional influence within the 

system.  

Table 7 displays the results of the Granger causality test for both spot and contract rates. 

Statistically significant relationships are shaded in green: 

• Dark green indicates p ≤ 0.01 

• Medium green indicates p ≤ 0.05 

• Light green indicates p ≤ 0.1 

 

Unshaded cells represent relationships that are not statistically significant and were not 

included in further modeling. The following provides an example of how to interpret the table. 

“Spot → Contract" column shows whether the spot rate Granger-causes the contract rate in the 

model. Similarly, the "X → Spot" column reflects whether the independent variable X (e.g., PPI, 

Truck Tonnage Index, etc.) significantly affects the spot rate. This same interpretation applies 

across all four columns. 

Table 7 indicates that 12 of the 31 tested variables present significance across all four 

criteria and are therefore advanced to testing in the forecast VAR model.  
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Table 7: Granger Causality Test Results 

Model 

Dependent 

Variable Independent Variable 

Optimal 

Lag 

Spot → 

Contract 

Contract 
→ Spot 

X → 

Spot 

X → 

Contract 

1 Spot Contract  12 0.00 0.00 - - 

2 Spot Contract Log (PPI) 12 0.00 0.00 0.00 0.00 

3 Spot Contract Truck Tonnage Index 12 0.26 0.00 0.01 0.00 

4 Spot Contract 

Merchant Wholesalers: 

Inventories to Sales 

Ratio 12 0.00 0.00 0.00 0.00 

5 Spot Contract LTR 12 0.63 0.67 0.79 0.09 

6 Spot Contract Log (Class 8 Backlogs) 12 0.00 0.00 0.00 0.01 

7 Spot Contract Class 8 Build 12 0.00 0.00 0.25 0.00 

8 Spot Contract Log (Class 8 Inventory) 12 0.00 0.00 0.00 0.00 

9 Spot Contract Log (Class 8 Gross) 12 0.02 0.00 0.00 0.00 

10 Spot Contract Log (Class 8 Cancel) 12 0.00 0.00 0.00 0.00 

11 Spot Contract Log (Class 8 Net) 12 0.00 0.00 0.00 0.00 

12 Spot Contract Class 8 Retail Sales 12 0.00 0.00 0.00 0.00 

13 Spot Contract Routing Guide Depth 10 0.00 0.14 0.63 0.01 

14 Spot Contract 

Log (Carrier Authority – 

Granted) 12 0.71 0.40 0.56 0.19 

15 Spot Contract 

Carrier Authority - 

Revoked 11 0.79 0.17 0.50 0.27 

16 Spot Contract 

Log (Carrier Authority – 

Reinstated) 12 0.84 0.00 0.01 0.55 

17 Spot Contract Carrier Authority - Net 12 0.71 0.65 0.62 0.23 

18 Spot Contract 

Carrier Authority - 

Active 12 0.91 0.53 0.29 0.49 

19 Spot Contract Money Supply 12 0.68 0.03 0.28 0.59 

20 Spot Contract M2 Money Supply 12 0.67 0.02 0.00 0.00 

21 Spot Contract S&P Commodity Index 12 0.00 0.06 0.33 0.42 

22 Spot Contract CRB Commodity Index 12 0.00 0.00 0.00 0.00 

23 Spot Contract Commodity Index 12 0.00 0.00 0.02 0.00 

24 Spot Contract Housing Starts 12 0.00 0.00 0.07 0.04 

25 Spot Contract 

Industrial Production 

Index 12 0.85 0.00 0.07 0.00 

26 Spot Contract 

Manufacturing New 

Orders Index 12 0.00 0.00 0.55 0.01 

27 Spot Contract 

Manufacturing 

Purchasing Index 12 0.00 0.00 0.34 0.08 

28 Spot Contract 

Freight Transportation 

Services Index 12 0.50 0.00 0.07 0.00 
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29 Spot Contract Advanced Retail Sales 12 0.73 0.00 0.07 0.00 

30 Spot Contract 

U.S. No 2 Diesel Retail 

Prices 12 0.00 0.00 0.00 0.00 

31 Spot Contract Trucking Ton Mile 12 0.38 0.00 0.07 0.00 

4.2 Lag Significance  

The optimal number of lags selected using the Akaike Information Criterion (AIC) is 

determined to be 11-12 months across the 27 combinations of variables tested. The results 

suggest that nearly a full year of historical data is necessary to effectively forecast future values, 

highlighting the importance of longer-term temporal dependencies in the truckload rate cycle. 

We find that short-term fluctuations are insufficient to properly predict the truckload market 

cycle and instead rely on year-long horizons to predict the future cycle. 

In addition, we examine the most significant lags with the highest impact for each 

variable, as they reveal how many months it takes for change in the independent variable to 

affect spot and contract rates. Table 8 presents the most impactful lags of each independent 

variable on spot and contract rates. As an example, a one-unit increase in the Merchant 

Wholesalers: Inventories to Sales Ratio leads to the largest decrease in the spot rate, with a 

$13.50 reduction after an 8-month lag. The greatest impact on the contract rate occurs after four 

months, corresponding to a $0.80 decrease. 

 

Table 8: Lags in Months and Coefficients 

Model  Spot Equation 

Lag (Coefficient)  

Contract Equation  

Lag (Coefficient) 

Spot Rate L1 (1.88) 

(Impact of change in spot at 

time t-1 to spot at time t) 

L4 (0.54) 

 

Merchant Wholesalers: 

Inventories to Sales Ratio 

L8 (-13.5) L4 (-0.8) 

Log (Class 8 Backlogs) L5 (8.7) L4 (1.1) 

Log (Class 8 Inventory) L5 (-5.6) L5 (-0.9) 

Log (Class 8 Gross) L5 (1.5) L4 (0.3) 

Log (Class 8 Cancel) L5 (-0.5) L8 (-0.1) 
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Log (Class 8 Net) L5 (1.1) L4 (0.2) 

Class 8 Retail Sales (in 10K) L5 (0.4) L2 (0.06) 

CRB Commodity Index (in 

100s) 

L5 (1.6) L10 (0.1) 

Commodity Index 

(Bloomberg) (in 100s) 

L5 (3.4) L2 (0.4) 

Housing Starts (in 1M) L7 (0.2) L9 (0.02) 

Log (PPI) L6 (13.1) L7 (6.7) 

#2 Diesel Fuel ($/Gallon) L6 (2.4) L11 (0.2) 

 

Focusing first on the spot rate from a lag perspective, Table 8 illustrates how long it 

significantly takes for changes in key indicators to impact the spot rate. Specifically, changes in 

the Merchant Wholesalers: Inventory to Sales Ratio take about eight months to affect the spot 

rate, while Housing Starts takes approximately seven months. Changes in the PPI and Diesel 

Prices impact the spot rate after about six months. The CRB Commodity Index, Bloomberg 

Commodity Index, and all Class 8 truck-related metrics exhibit an effect after five months. If 

these indicators begin to shift in sequence starting with Merchant Wholesalers: Inventories to 

Sales Ratio, followed by Housing Starts, then PPI and Diesel Prices, and finally the Commodity 

and Class 8 metrics, they may signal an upcoming change in the spot rate in the following 

months. This is a key insight as this framework provides foresight to the industry as these 

metrics begin to display behavior that likely indicates a change in spot and contract rates. 

The strength of influence on the spot rate varies across different variables. For example, a 

one-unit increase in Merchant Wholesalers: Inventories to Sales Ratio is associated with a $13.50 

decrease in the spot rate. While this effect size may appear large, it is important to recognize that 

the average value of the ratio is approximately 1.30, making such a shift highly unlikely in 

practice. Rather, this result highlights the variable’s sensitivity to changes. Among the Class 8 

truck indicators, a one percent increase in Class 8 Backlogs is associated with a $0.087 increase 

in the spot rate, indicating tightening truck capacity. Conversely, a one percent increase in Class 

8 Inventory corresponds to a $0.056 decrease in the spot rate, likely reflecting an easing of 

supply conditions. Other Class 8 metrics also exhibit smaller but meaningful effects. A one 

percent increase in Class 8 Gross Orders and Class 8 Net Orders raises spot rates by $0.015 and 
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$0.011, respectively. Meanwhile, a one percent increase in Class 8 Cancel reduces spot rates by 

$0.005. Additionally, a $10,000 increase in Class 8 Retail Sales leads to a $0.40 increase in the 

spot rate. For commodity and macroeconomic indicators, a 100-point increase in the CRB 

Commodity Index leads to a $1.60 increase in spot rates (or $0.016 per point increase). The 

Bloomberg Commodity Index has a stronger effect, with a $3.40 increase in spot rates per 100-

point rise (or $0.034 per point increase). A 1,000,000-unit increase in Housing Starts is 

associated with a $0.20 increase in spot rates. Similarly, a one percent rise in the PPI results in a 

$0.13 increase. Finally, a one dollar increase in Diesel Price leads to a $2.40 increase in spot 

rates, reflecting the direct cost impact on freight movement. The magnitude might seem big but 

standard deviation of Diesel Price over 12 years is only $0.79, therefore, $1 increase in Diesel 

Price is less common. 

Examining contract rate from a lagged perspective, Table 8 shows that changes in each 

indicator take different amounts of time to impact contract rates. For example, a change in spot 

rate rates four months to transfer ton contract rate. Next, a change in the Merchant Wholesalers: 

Inventories to Sales Ratio takes about four months to impact contract rates, while changes in 

Diesel Fuel prices take up to eleven months. The PPI affects contract rates after a seven-month 

lag, and Housing Starts have a nine-month lag. Most Class 8 truck indicators influence contract 

rate within two to five months, except for Class 8 Cancel, which take about eight months. 

Notably, the CRB Commodity Index impacts contract rate after ten months, while the 

Bloomberg Commodity Index does so in just two months. Although both indices measure 

commodity markets, they differ in how they weight various industries, which likely explains the 

variation in their lag times. 

From a magnitude perspective, the effects on contract rates are smaller compared to spot 

rates, which is expected given the more stable nature of contract pricing. A one-unit increase in 

the Merchant Wholesalers: Inventories to Sales Ratio is associated with a $0.80 decrease in the 

contract rate. Among Class 8 metrics, a one percent increase in backlogs leads to a $0.011 

increase in contract rates, while a one percent increase in Class 8 Inventory results in a $0.009 

decrease. Increases in Class 8 Gross and Class 8 Net orders by one percent lead to increases of 

$0.003 and $0.002 of contract rate, respectively. Class 8 Cancels slightly reduce contract rates by 

$0.001 per one percent increase. A $10,000 rise in Class 8 Retail Sales adds about $0.06 to the 

contract rate. For commodity and macro indicators, a 100-point increase in the CRB Commodity 
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Index corresponds to a $0.10 increase in contract rates (or $0.001 per unit), while the Bloomberg 

Commodity Index has a larger impact at $0.40 per 100 points (or $0.004 per unit). A 1,000,000-

unit increase in Housing Starts leads to a $0.02 increase. PPI has a more notable effect, with a 

one percent increase translating to a $0.067 rise in the contract rate. Finally, a one dollar increase 

in diesel fuel prices adds about $0.20 to contract rates. 

4.3 Long-Term Forecast 

To be included in the forecast model, a candidate variable must significantly Granger-

causes both the spot and contract rates, and its inclusion must not eliminate the significant 

Granger-causality from spot to contract rate. The selection process resulted in twelve retained 

independent variables. For each, the VAR model generates a system of three equations—one for 

the spot rate, one for the contract rate, and one for the candidate variable (Xi). Table 9 provides a 

summary of all forecasting models tested, including the variables included in each configuration. 

For example, Model 2 includes Spot, Contract, and PPI. Each variable is forecasted using its own 

lags and the lags of the other two variables. However, while the PPI equation is estimated, it is 

excluded from our analysis as we only forecast spot and contract rates. This structure is 

consistent across the 27 models. 

The analysis began with an in-sample long-term forecast. The model was trained on the 

first two truckload market cycles, from April 2012 to June 2020, and tested on the third cycle, 

from July 2020 to March 2025. Forecast performance was evaluated using mainly timing error 

coupled with MAPE. Timing error is the most important evaluation metric for this research’s 

purpose, as it measures how many months the model deviates from the actual timing of phase 

transitions. However, as mentioned before, with this approach, we tradeoff robustness and the 

likelihood of overfitting for the specific purpose of this study. 

Of all 27 long-term forecast model iterations. The second through sixth columns indicate 

which variables were included. All models contain both dependent variables (spot and contract 

rates) and the set of independent variables varies across iterations. The “Optimal Lag” column 

shows how many historical months of data the VAR model uses for forecasting. The subsequent 

four columns report the absolute timing errors (in months) between the forecasted and actual 

phase shifts during the COVID-19 Pandemic cycle (as illustrated in Figure 9) which include up 

to four phase shifts. The “Average Error” column represents the mean of these four timing 
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deviations among Expansion, Peak Transition, Contraction, and Trough Recovery. A dash 

indicates that a model fails to produce a clear phase transition for one or more of the shifts and is 

therefore not considered a candidate for the best-performing model. We also calculate the 

standard deviation of the four timing errors to assess consistency. While we include MAPE for 

spot and contract forecasts, timing error remained our primary evaluation criterion to determine 

model effectiveness. 

We focus first on the simple models that include no more than three variables. As shown 

in Table 9, the three single-variable models with the lowest average timing error are: 

• Model 1 (Spot and Contract Rates), with an average timing error of 4.4 months earlier 

• Model 7 (Spot Rate, Contract Rate, and Class 8 Cancel), with an error of 5 months earlier 

• Model 12 (Spot Rate, Contract Rate, and Housing Starts), also with an error of 5 months 

earlier 

We find that the model consistently forecasts phase shifts before they occur, indicating a 

positive timing bias. We then evaluate more complex models incorporating more than three 

variables. As shown in Table 9, we test multiple variable combinations. Among these, only 

Model 25 that includes Spot, Contract, Class 8 Backlogs, and Housing Starts achieves a low 

average timing error of 5.0 months, matching the performance of the best single-variable models.  

The first independent variable with significant predictive power is Class 8 Cancel. We 

believe that Class 8 Cancel may serve as a strong indicator of market weakness, as buyers 

typically face financial penalties for canceling orders and are unlikely to do so unless they 

anticipate a substantial downturn. Similarly, Class 8 Backlogs are closely tied to operation and 

market conditions. During periods of extreme tightness, normal fleet capacity may be 

insufficient, resulting in a buildup of order backlogs. Housing Starts are a strong indicator of 

market conditions, which align with the insights from experts interview, likely because home 

construction tends to increase during periods of economic strength. The top four best performing 

models are bolded in the table. 
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Table 9: Vector Autoregression Forecasting Results 

 Variables Optimal 

Lag 

Peak 

Transition 

Error 

Contraction 

Error 

Trough 

Recovery 

Error 

Avg. 

Error 

Std. 

Dev. 

MAPE 

(Spot) 

MAPE  

(Contr

act) 

1 Spot Contract    12 0 7 6 4.4 3.8 17.6% 10.1% 

2 Spot Contract PPI   12 2 8 10 6.7 4.2 21.1% 11.9% 

3 Spot Contract Merchant 

Wholesalers: 

Inventories 

to Sales 

Ratio 

  12 2 9 12 7.8 5.2 21.6% 12.7% 

4 Spot Contract Log (Class 8 

Backlogs) 

  12 2 8 9 6.4 3.8 15.9% 10.0% 

5 Spot Contract Log (Class 8 

Inventory) 

  12 1 6 12 6.4 5.6 11.9% 10.4% 

6 Spot Contract Log (Class 8 

Gross) 

  12 1 0 - - - 13.2% 8.9% 

7 Spot  Contract  Log (Class 

8 Cancel) 

  12 1 7 7 5.0 3.5 19.9% 10.1% 

8 Spot Contract Log (Class 8 

Net) 

  12 1 1 - - - 13.0% 9.1% 

9 Spot Contract Class 8 

Retail Sales 

  12 1 6 13 6.7 6.1 11.1% 8.6% 

10 Spot Contract CRB 

Commodity 

Index 

  12 2 8 8 6.4 3.8 19.4% 11.4% 

11 Spot Contract Commodity 

Index 

(Bloomberg) 

  12 2 8 9 6.4 3.8 17.8% 10.7% 

12 Spot Contract Housing 

Starts 

  12 1 7 7 5.0 3.5 20.6% 10.7% 

13 Spot Contract U.S. No. 2 

Diesel Retail 

Prices 

  12 2 8 8 6.1 3.5 17.5% 10.6% 
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14 Spot Contract Log (Class 8 

Cancel) 

Housing 

Starts 

 12 1 7 8 5.4 3.8 23.2% 12.0% 

15 Spot Contract Log (Class 8 

Cancel) 

U.S. No. 2 

Diesel Retail 

Prices 

 12 2 8 9 6.4 3.8 28.3% 14.3% 

16 Spot Contract Housing 

Starts 

U.S. No. 2 

Diesel Retail 

Prices 

 12 2 9 11 7.4 4.8 26.9% 14.6% 

17 Spot  Contract Log (Class 8 

Inventory) 

Log (Class 8 

Cancel) 

 12 1 0 - - - 12.5% 8.8% 

18 Spot Contract Log (Class 8 

Backlogs) 

Log (Class 8 

Cancel) 

 12 2 9 13 8.1 5.6 25.6% 14.8% 

19 Spot  Contract Log (Class 8 

Cancel) 

CRB 

Commodity 

Index 

 12 1 7 9 5.7 4.2 24.1% 12.8% 

20 Spot Contract Log (Class 8 

Cancel) 

Commodity 

Index 

 12 1 7 9 5.7 4.2 23.4% 12.3% 

21 Spot Contract Log (Class 8 

Cancel) 

Class 8 

Retail Sales 

 12 2 9 12 7.8 5.2 16.1% 10.6% 

22 Spot Contract PPI Log (Class 8 

Cancel) 

 12 2 9 13 8.1 5.6 23.8% 12.4% 

23 Spot Contract Merchant 

Wholesalers: 

Inventories 

to Sales 

Ratio 

Log (Class 8 

Cancel) 

 12 2 9 12 7.8 5.2 18.7% 11.3% 

24 Spot  Contract Log (Class 8 

Inventory) 

Housing 

Starts 

 12 3 9 - - - 24.4% 13.9% 

25 Spot Contract Log (Class 

8 Backlogs) 

Housing 

Starts 

 12 1 7 7 5.0 3.5 13.3% 9.3% 

26 Spot Contract CRB 

Commodity 

Housing 

Starts 

 11 2 8 9 6.4 3.8 19.3% 11.5% 

27 Spot Contract Log (Class 8 

Cancel) 

Commodity 

Index 

Housing 

Starts 

12 0 7 10 5.7 5.2 21.3% 12.5% 
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We conclude with an out-of-sample long-term forecast. In time series forecasting, 

shifting the training period can introduce variability in model outcomes, underscoring the need 

for thorough evaluation. As shown in Table 10, this variability can lead to three types of 

unexpected results in out-of-sample forecasts. Several models failed to produce clear cycle or 

phase shift transitions, including those incorporating spot, contract, and Class 8 Cancel; spot, 

contract, and Housing Starts; and spot, contract, Class 8 Backlogs, and Housing Starts. While not 

an exhaustive list, these examples highlight cases where forecasted YoY spot rate, YoY contract 

rate, or spot premium ratio do not demonstrate distinct inflection points. However, the model that 

included only spot and contract rates did produce identifiable phase shifts in its forecast. 

 

Table 10: Out-of-Sample Forecast Patterns and Limitations of Best Performing Models 

Out-of-Sample Forecast Patterns 

and Limitations 
Model 

Four phase shift crossings observed, 

but some phases are compressed 

Spot and Contract 

No phase shift crossings detected Spot, Contract, and Class 8 Cancel 

Erratic movements with excessive 

crossing points 

Spot, Contract, and Housing Starts 

Spot, Contract, Class 8 Backlogs, and Housing Starts 

 

Figure 12 shows the out-of-sample YoY spot rate, YoY contract rate, and spot premium 

ratio forecast for the model using spot and contract rates. February 2025 began the onset of the 

Expansion phase. The model also suggests that Peak Transition phase will occur in March 2025. 

Contraction will begin in June 2025. Trough Recovery will begin in July 2025 and end in 

February 2027 where the Expansion phase of the next cycle begins. In an effort to reduce 

random fluctuations in the forecast, we experiment using a three-month moving average 

smoothing technique on the outputted forecasted values but saw little impact to the timing of the 

phase shifts. 
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Figure 12: Out-of-Sample Forecast (Spot, Contract) 

 

 

Comparing historical truckload cycle patterns with our forecast reveals notable 

differences. From 2013 to 2024, the average duration of full cycles was approximately 15.7 

quarters, or 3.9 years. During this period, the average peak-to-trough amplitude in spot rate was 

$0.85 per mile. In contrast to previous cycles, our forecast indicates that the upcoming cycle will 

be shorter, spanning approximately 2 years from February 2025 to February 2027. Notably, the 

first three phases in our forecast are significantly more compressed, lasting as little as one month 

— compared to historical norms where these phases typically lasted at least seven months. In 

terms of amplitude, the forecasted spot rate exhibits a more moderate change than historical rate 

of about $0.40 per mile. A detailed discussion of the factors contributing to these variations is 

provided in Chapter 5.  

However, a key takeaway from this research is the identification of three variables that 

significantly influence spot and contract rates: Class 8 Cancel, Class 8 Backlogs, and Housing 

Starts. Each of these metrics captures market sentiment in a forward-looking manner, indicating 

that the most critical indicators for analyzing the truckload market cycle are closely tied to the 

industry’s and consumers’ willingness to invest in long-term assets. This investment behavior is 

likely driven by realized or anticipated shifts in the broader economy, signaling transitions to 

tighter or softer market conditions and influencing the timing of capital expenditures. 

 

Expansion 

Feb – Mar 2025 

Contraction 

Jun – Jul 2025 

Trough 

Recovery 

Jul 2025 – 

Feb 2027 

Peak Transition 

Mar – Jun 2025 
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4.4 Short-Term Forecast 

While long-term forecasts provide a broader view of the whole cycle dynamics, they often 

come with reduced accuracy due to the extended forecast horizon. In contrast, short-term 

forecasts focus solely on predicting the next phase shift, trading breadth for improved precision. 

We conduct only in-sample forecasts for the short-term analysis, as the out-of-sample forecast 

would be identical to the long-term approach, just with a shorter horizon. Instead of projecting 

24 months ahead, the short-term forecast focuses on the next phase shift. We run the same 

models as with the long-term forecast, but portion the training and test data split date so that the 

training data ends at the previous phase shift. For example, to forecast the Expansion of the 

COVID-19 Pandemic cycle, we train the model on data up to the Trough Recovery shift of the 

ELD Mandate cycle so that Expansion shift could be captured in the test set forecast.  

Table 11 highlights the models with the lowest timing errors for forecasting each 

individual phase and their train set period. Within the test set, the short-term models show lower 

forecast errors, with zero-month error, where phase shifts predicted by our model to occur in the 

same month as the actual shifts. The lower forecast errors occur for two potential reasons. First, 

forecasting over a shorter horizon naturally reduces error. Second, as we predict the further 

phases, the training dataset expands, which improves model performance. However, selecting 

different models and variables for each phase risks overfitting, given only four phase shifts are 

available to evaluate forecast accuracy. 

Each phase is influenced by a slightly different set of variables. Compared to the long-

term forecasts, the short-term, phase-specific forecasts uncovered additional influential 

indicators. For Peak Transition, the CRB Commodity Index becomes an important driver. PPI, 

Merchant Wholesalers data, and the CRB Commodity Index play a more important role in 

forecasting Contraction. For Trough Recovery, U.S. No.2 Diesel Fuel is relevant. All four phases 

were predicted with zero timing error.  
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Table 11: Optimal Timing Error 

 

To mitigate the risk of overfitting, we calculate the average timing error across multiple 

short-term forecasts, shown in Table 12. We calculate the average timing error when the best-

performing model for one specific phase is used to forecast all four phases. For example, if the 

model that performs best in forecasting the Expansion phase is applied to forecast Peak 

Transition, Contraction, and Trough Recovery, we assess the resulting average timing error 

across all phases. Table 12 shows the best performing models which generate lowest average 

timing error across the four phases forecasts. This approach avoids selectively assigning different 

models to individual phases, instead assessing the average timing error across the four phases. 

 

 

 

Predicted 

Phase 
Train Set Models with Lowest Timing Error 

Error 

(months) 

Expansion April 2012 – Jan 2020 
Spot, Contract, Class 8 Backlogs, 

Class 8 Cancel 
0 

Peak 

Transition 
April 2012 – July 2020 

Spot and Contract 0 

Spot, Contract, Class 8 Cancel, CRB 

Commodity Index, Housing Starts 
0 

Contraction April 2012 – July 2021 

Spot, Contract, PPI, Class 8 Cancel, 

CRB Commodity Index, Housing 

Starts 

0 

Spot, Contract, Merchant Wholesalers, 

Class 8 Cancel, CRB Commodity 

Index, Housing Starts  

0 

Trough 

Recovery 
April 2012 – June 2022 

Spot, Contract, Class 8 Cancel, US No. 

2 Diesel Fuel  
0 
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Table 12: Short-Term Best Performing Models  

Models with Lowest Timing Error Avg. Error 

(months) 

Spot, Contract 2 

Spot, Contract, Housing Starts 2 

Spot, Contract, Class 8 Backlogs, Class 8 Cancel 2 

Spot, Contract, Class 8 Inventory, Housing Starts 2 

 

Comparing Table 11 and Table 12, spot and contract rates, along with Housing Starts, 

Class 8 Backlogs, Class 8 Cancel, and Class 8 Inventory, demonstrate consistent performance 

across all phases in short-term forecasting. In contrast, variables such as the CRB Commodity 

Index, PPI, Merchant Wholesalers, and U.S. No. 2 Diesel Fuel tend to be more phase-specific 

and perform less reliably when applied to phases outside their strongest fit. 

In conclusion, short-term forecasts are more effective for accurately and promptly 

identifying the next phase shift in the cycle, but they must be applied with caution. Similar to the 

long-term forecast, the short-term out-of-sample forecast does not clearly capture the defined 

phase changes. 
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5 Discussion  

This research establishes an industry-informed definition of the truckload market cycle, 

identifies two dependent variables and key independent variables for forecasting, and presents a 

method for short- and long-term cycle prediction using a Vector Autoregression (VAR) model. 

Chapter 5 concludes this research by exploring possible implications for carriers, shippers, and 

brokers (Section 5.1), limitations (Section 5.2), and recommended future research (Section 5.3).  

5.1 Implications 

Anticipating truckload market cycle shifts and understanding the underlying dynamics of 

the cycle is critical for shippers, carriers, and brokers to adequately prepare for upcoming 

disruptions to their business including fluctuating spot and contract prices, changes in capacity 

utilization, and overall financial performance. Both shippers and carriers should be especially 

keen to implement this model during the Request for Proposal (RFP) and contract bidding 

processes to ensure contract agreements align with expected cycle dynamics and to determine 

optimal contract lengths. While market shocks are challenging to predict, managers should 

implement this model for scenario-planning purposes to prepare for unknown market turns and 

create risk mitigation and business continuity plans in order to proactively plan for these 

occurrences rather than react and suffer unintended consequences.  

Carriers must anticipate changes in capacity to optimize network planning and maximize 

operational efficiency. This includes addressing deadhead miles and optimizing consolidation 

during Contraction and Trough Recovery, as well as securing additional capacity during 

Expansion and Peak Transition. Carriers may also find this forecast useful in determining 

appropriate times to rely on favorable spot market conditions and increase capacity. Conversely, 

carriers should monitor for market downturns to avoid investing in new fleets when the market is 

expected to loosen and excess capacity will be abundant.  

Shippers should consider incorporating this model when establishing time-bound 

contracts with carriers. As market conditions tighten or loosen, static contracts can quickly 

become misaligned with prevailing spot rates. To maintain alignment with market dynamics, 

shippers may benefit from shorter RFP cycles or built-in flexibility to adjust contract terms 

during their lifespan. 
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Brokers should consider these findings in order to maintain positive relationships among 

shippers and carriers, as well as maximize revenue and profits. Because brokers secure capacity 

from carriers and sell it in real-time to shippers, brokers should react to expected changes in the 

truckload market cycle by securing capacity in an upward market (during Trough Recovery and 

Expansion). This ensures benefit for all parties as brokers will realize greater revenues, shippers 

will have available capacity to move their product, and carriers’ fleets will be utilized.  

Finally, establishing a single, industry-informed definition of the truckload market cycle 

enables stakeholders to align expectations, minimize miscommunication, and uniformly predict 

when phase transitions or new cycles are likely to occur. In conclusion, this framework is 

intended to benefit the entire FTL market, including shippers, carriers, and brokers. 

5.2 Limitations 

This research is not devoid of limitations derived from data, independent variables, and 

time constraints. We acknowledge these drawbacks and intend to provide a wholistic overview 

throughout this section. First, this study relies primarily on public data for the purpose of 

reproducibility. However, while our dependent variables (spot and contract rate) contain data 

from 2012-2025, some of the independent variables have more limited data and thus reduce the 

model’s training data. Ultimately, lacking full datasets hinders the predicting power of future 

forecasts. Additionally, some data sets, including DAT’s spot and contract rates, were obtained 

from personal communication and are therefore not available for public use without 

subscriptions to data providers.  

Additionally, as described in Chapter 1, the Motor Carrier Act of 1980 deregulated the 

United States’ trucking market. Before this time, the motor carrier industry was not market-

driven and thus did not undergo traditional market cycles. A weakness of this research is that we 

can only evaluate three cycles given data availability. In addition, each truckload cycle begins 

with a “shock” or external factor that disrupted the industry causing the cyclical movement (i.e. 

ELD mandate, COVID-19 pandemic). The goal of this research is to predict upcoming cycles. 

While we might be able to predict the magnitude and timing of the impact after-market shocks 

occur, we cannot ascertain when future shock will arrive as they are random events. Moreover, 

we validated our model against the COVID-19 pandemic-era market cycle, which deviated 

notably from prior patterns. Unlike earlier cycles, the post-Peak Transition period during the 
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COVID-19 pandemic remained in a prolonged soft market, presenting a challenge for accurate 

forecasting. This divergence, particularly the extended duration of the Contraction and Trough 

Recovery phases, complicates predictions for the next 24 months. Given that our optimal lag 

structure relies on approximately one year of historical data, the long-term forecast remains 

influenced by the latter part of the COVID-19 pandemic cycle. 

Although the VAR model effectively identified the most influential variables driving spot 

and contract rates and captured linear interdependencies across time series, our findings suggest 

that it is not best suited for long-term forecasting of truckload market cycles. While the model 

performed adequately on testing data, its out-of-sample predictive accuracy deteriorated in the 

post-pandemic period. This limitation is largely due to the VAR model’s reliance on linear 

assumptions, which fail to capture the nonlinear dynamics introduced by unprecedented market 

disruptions. As a result, the model struggled to produce reliable forecasts beyond the structural 

shifts caused by the pandemic. Section 5.3 recommends additional research in this space to 

address these drawbacks. 

5.3 Future Work 

This research has many extensions that can and should be explored in future academic 

research. Here, we detail the most pertinent extensions. We focused our attention on linear 

models (i.e. OLS, ARIMAX, and VAR) to predict future market cycle shifts. However, we 

recommend future research to explore other types of models including Fourier, Sine and Cosine, 

and Harmonic models that evaluate the sinusoidal movements as seen in the past cycles. 

Additionally, we recommend exploring non-linear relationships within the data by applying 

machine learning (ML) models to assess whether multiplicative or exponential patterns are 

present. Random Forest, XGBoost, and Neural Networks are potential modeling choices to train 

and teach the model to forecast into the upcoming cycle. We also recommend an extension to 

evaluate regime switching modeling (i.e. Markov-Switching) in which the mean and variance of 

the data is not assumed to follow a normal distribution (Clower, 2021). 

While we incorporated more than 30 independent variables into our research, we 

acknowledge the immense amount of additional data available that affects the truckload market 

cycle. We encourage future research to expand upon the independent variables chosen in our 

research to incorporate more economic and industry-specific metrics. To create a more user-
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friendly application, we suggest creating interactive dashboards for shippers, carriers, and 

brokers to understand the current state of the truckload market cycle and prepare for upcoming 

fluctuations. This type of tool may be used both in real-time planning as well as in scenario 

testing for unknown shocks such as a pandemic, hurricane, or other unforeseen event.  
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6 Conclusion 

In conclusion, this research seeks to address a key question in the U.S. dry van FTL 

market: how can the truckload market cycle be defined, and how can future shifts between its 

phases be predicted? To address this question, we first engaged with industry experts to gather 

insights into the metrics they currently use to track the truckload market cycle. Building on these 

insights, we conducted an industry-wide survey to validate the most effective methods for 

tracking the cycle. Using this foundation, we developed an industry-informed definition of the 

truckload market cycle, dividing it into four distinct phases: Expansion, Peak Transition, 

Contraction, and Trough Recovery. We used spot rate, contract rate, and spot premium ratio as 

representatives of the market. We then constructed a Vector Autoregression (VAR) model to 

analyze relationship among independent variables versus spot and contract rates, using Granger 

Causality Test to detect these relationships. We found that metrics related to Class 8 indicators 

and certain economy-wide metrics have significant impact to spot and contract rates at different 

magnitude and time lags. We then forecasted both short- and long-term cycle movements using 

the VAR model and applied our cycle definition to predict the timing of future phase shifts. Even 

though forecasting truckload business cycle is inherently challenging, the variables that have 

shown significant impact on predicting spot and contract rates are Class 8 Cancel, Class 8 

Backlogs, and Housing Starts. We offer this research to the truckload market community and 

hope it serves as a foundation for continued exploration in this critical field.  
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Appendices 
Appendix A Industry Survey 

This appendix outlines questions presented in industry survey and their responses.  

 

Q1  

Please select all metrics you use to determine how the market is performing. These metrics were 

frequently referenced by industry experts throughout an interview process.  

 

ATA - American Trucking Association  

BTS - Bureau of Transportation Statistics  

DAT - DAT Freight and Analytics  

FMCSA - Federal Motor Carrier Safety Administration  

FRED - Federal Reserve Economic Data  

FTR - Freight Transportation Research Associates 

 

 

Q2 

Given the below definitions of the full truckload dry van market cycle, rank from most useful to 

least useful to make decisions for your business. 
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The TL market cycle is defined as a tight (expansionary) market when (1) _____, while it is 

defined as a loose (contractionary) market when (2) _____. 

Option 1 

(1) YoY percent changes in spot rates are positive for ≥ 3 consecutive months 

(2) YoY percent changes in spot rates are negative for ≥ 3 consecutive months 

Option 2 

(1) The spot rate crosses and exceeds the contract rate 

(2) The spot rate crosses and is below the contract rate 

Option 3 

(1) The tender rejection rate is increasing for ≥ 3 consecutive months 

(2) The tender rejection rate is decreasing for ≥ 3 consecutive months 

Option 4 

(1) The revenue/profitability of publicly traded carrier companies (e.g., J.B. Hunt, Heartland 

Express, Knight-Swift) or independent smaller carriers is increasing for a sustained period 

(2) The revenue/profitability of publicly traded carrier companies (e.g., J.B. Hunt, Heartland 

Express, Knight-Swift) or independent smaller carriers is decreasing for a sustained period 

Q3 

If you use a different definition of the truckload business cycle that wasn't included above, please 

state it here. (Optional)  

Q5 

Please select the most appropriate company classification(s) to which you belong. Select all that 

apply. 

• ☐ Shipper with a Private Fleet 

• ☐ Shipper without a Private Fleet 

• ☐ Asset-Based Carrier 

• ☐ Asset-Based Carrier with Broker 
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• ☐ Non-Asset-Based Broker 

• ☐ Other: ____________ 

Q6 

Please select the geographic region(s) you most predominantly work in. Select all that apply. 

• ☐ North America 

• ☐ European Union 

• ☐ Asia 

• ☐ South America 

• ☐ Other: ____________ 

Q7 

If you wish to receive updates regarding this research, please provide your name and email 

address. Providing this information is entirely optional. If you choose not to disclose this 

information, the survey will remain completely anonymous. 

• First Name: _______________ 

• Last Name: _______________ 

• Company: _______________ 

• Email: _______________ 
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