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Abstract 

Generative AI and large language models are transforming industry practices by 
enhancing productivity for developers and knowledge workers. This project aims 
to develop a generative AI-based chatbot for our sponsor’s category management team. 
The chatbot utilizes company data alongside natural language to deliver domain-
specific insights, such as pricing, supplier spend, risk assessments, and Bill of 
Materials analysis. This integration lessens dependence on traditional tools like Excel, 
streamlining negotiations and democratizing data access, thus reducing the learning 
curve for new hires. Our approach involves a retrieval-augmented-generation model 
with Langchain’s text-2-SQL agent in parallel with Langchain’s kuzuQAchain agent 
on a graph knowledge database. These agents generate SQL or Cipher code based on 
queries to retrieve and deliver accurate information in natural language. The model’s 
effectiveness was evaluated through precision testing against various prompts. Using 
instruction tuning and prompt engineering, the chatbot returned accurate and 
contextually relevant responses for selected use-cases with no hallucinations, but 
experienced limitations with token handling in complex queries. We recommend 
embedding the chatbot into existing dashboards, starting with a pilot targeting 
technically adept new managers to refine data retrieval processes, and planning 
subsequent expansions to cover additional use cases. 
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1 Introduction 
 
1.1 Motivation 

Our sponsor company is a global healthcare company that conducts research, 

development, manufacturing, and distribution of healthcare products. The company 

operates in several segments including pharmaceuticals and medical devices and 

equipment. 

Procurement spend for the company is several billion dollars annually due to the 

vast portfolio of items and materials. Currently, they have advanced procurement data 

collection from various enterprise resource planning (ERP) data systems that are 

accessed by category managers, primarily through their supply chain procurement 

business intelligence dashboards. However, these big database sources are largely 

untapped resources that have not been used to full capacity. 

Foundation models and generative AI are currently experiencing a surge in attention 

and expectations, leading to their peak in the hype cycle. As noted by Gartner, this 

surge is driven by the technology’s substantial impact on enhancing the productivity 

of both developers and knowledge workers (Gartner, 2023a). This significant boost in 

efficiency is leading organizations, like our sponsor company, to reevaluate and adapt 

their business models. Central to this technological advancement is the use of large 

language models (LLMs), one of the key intelligence tools designed to understand and 

generate human language. Across supply chains, functions that are particularly data-

rich benefit the most from the adoption of LLMs, such as contract management and 

negotiation, scenario analysis, supplier selection, risk resilience, and data retrieval and 

interpretation. However, many organizations struggle to overcome the complexities
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of integrating generative AI into mainstream operations, one reason that projects often 

fail. Before investing extensive resources into a full-scale AI model or an off-the-shelf 

solution, the company’s approach is to first pilot a generative AI solution with short 

phases of rapid experimentation to test how the technology can add strategic value. 

 
1.2 Problem Statement & Research Questions 

The goal of our sponsor company is to explore and incorporate generative AI technology 

to improve productivity and efficiency for category managers. There are many areas 

of opportunity within the space leading to the following research questions: 

1. AI Insights: The company currently uses 30+ disparate transactional and master 

data systems, leading to a substantial amount of unused data from which few 

insights are being extracted. How can the sponsor company unlock value using 

large language models and generative artificial intelligence to retrieve and connect 

insights across data sources? 

2. User Perspective: How can generative AI be used to democratize data accessibility 

and encourage data-driven decision-making for supplier discussions by category 

managers of all technical levels and work experience? 

3. Category Management Experience: How can the company enhance negotiation 

capabilities and efficiency, such as establishing fair prices and identifying top 

suppliers for each category, using a generative AI data retrieval tool built upon 

their proprietary data? 

 
1.3 Scope & Expected Outcomes 

The objective of this project is to provide our sponsor company with a generative AI-

based proof-of-concept chatbot combining company data with natural human 

language to provide domain-specific knowledge on pricing insights, supplier spend, 

risk evaluation, and Bill of Materials details for finished goods. 

The expected deliverables include the following: 
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1. Detailed research and defined use cases of current enterprise solutions with an 

understanding of limitations and challenges. 

2.  Proof-of-concept AI model using the company’s proprietary data within a secure 

DataBricks environment, tested against several use cases with spend, pricing, and 

Bill of Material data sources from their enterprise resource planning systems, with 

testing for accuracy and sensitivity to prompts. 

3. Integration of graph network for more complex questions involving multiple data 

sets. 

4. Chatbot user interface example using masked data for demonstrations. 

The expected outcomes include: 

 
1. Reduce time to retrieve data insights by removing the need to click through 

several tabs and filters on a dashboard or export data into Excel to build pivot 

tables. 

2. Increase negotiation efficiency by allowing managers to focus on more crucial 

parts of their work. 

3. Democratize data mining capabilities by reducing barriers to data interpretation 

and analysis, thereby lowering the learning curve for new hires. 

4. Reduce dependency on data science teams and ad-hoc requests by adding complex 

data science models, graph networks, and other advanced data structures to the 

new architecture. 

The scope does not include developing and deploying a full-scale AI solution. It is 

only based on available data within the dashboards and does not account for data 

errors or missing information in the raw data sets.
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2 State of the Practice 

 
The research presented in this chapter is valuable in understanding the potential impact 

of generative AI within the supply chain. A comprehensive understanding of the 

foundational concepts, from a basic neural network to its evolution to transformers and 

large language models (LLMs), is fundamental for grasping generative AI capacities 

and limitations. A crucial part of this research is to understand the most successful 

deployments of generative AI models in supply chain, including an evaluation of their 

methodologies to measure success and the limitations that these models are currently 

facing. With this information, we designed a strategic approach that allows us to pilot 

a state-of-the-practice generative AI solution that generates value to our sponsor 

company. 

 
2.1 Rise of Generative AI 

Technical advancements in generative AI and large language models have ushered in a 

new wave of human-computer interaction and predictive capabilities for corporations 

and individuals. Discussions about the applications of LLMs and generative pre-

trained transformers (GPT) models, among others, have become dominant and it is 

believed that in the near future, nearly all professionals will be interacting with this 

technology (Dhamani & Engler, 2024). 

Generative AI is expanding rapidly, but artificial intelligence has been around for 

decades. Artificial intelligence (AI) refers to "any technique that enables computers to 

mimic human behavior" (Amini, 2023). This is a broad term that encompasses machine 

learning and deep learning. Deep learning can sometimes be used interchangeably 
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with neural networks, but specifically refer to a network with many layers, hence "deep" 

learning (Hardesty, 2017). 

Deep learning and neural networks began as early as the 1940s (Hardesty, 2017). 

In the last decade, the increase in big data, enhanced hardware, processing power of 

graphic processing units (GPUs), and availability of open-source software have enabled 

greater access to techniques that can support these complex models (Amini, 2023). 

Recurrent neural networks (RNNs) were often used for many tasks that have 

now been replaced by the transformer architecture (also known as transformers). 

Transformers first rose to prominence in 2017 based on the article "Attention is 

All You Need" written by a group of Google researchers and has since served as a 

blueprint for several other architectures (Vaswani et al., 2017). In 2018, Google released 

its large language model Bidirectional Encoder Representations from Transformers 

(BERT), the same year that OpenAI released GPT. The latest version at the time 

of this paper, GPT-4, was released in March of 2023. ChatGPT, an "advanced AI 

conversational chatbot powered by one of OpenAI’s large language model (LLM) 

frameworks...[harnessing] the power of natural language" launched in November of 

2022 and has generated more buzz on the potentials of chatbots and generative AI in 

business (Sullivan, 2023). 

 
2.2 Brief Overview of Neural Networks & 

Transformer Architecture 

The scope of this literature review will be to evaluate different neural network 

architectures and will not focus on the intricacies of the mathematical models behind 

neural networks. The increase in application programming interfaces (APIs) and coding 

packages creates a layer of abstraction so users can understand and implement 

generative AI solutions in practice, even without extensive computer science 

experience. This paper assumes the reader has a high-level understanding of AI and 

ML. 
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2.2.1 Neural Networks 

As its name suggests, neural networks are inspired by the complex biological network 

of the brain. Just as the brain is composed of neurons, dendrites, and axons to generate 

decision outputs, the neural network model consists of units and connections to perform 

logical computations and generate a mathematical output (Géron, 2022). In its simplest 

form, a neural network consists of different inputs that the model associates with a term 

known as weights that represent the relevance of the input node. The model takes these 

weights and computes a weighted sum of the inputs. Finally, the "neuron" uses a 

mathematical function known as the step function that takes the weighted sum of inputs 

and generates an output, as seen in Figure 2-1. 

Figure 2-1 
Simple Neural Network 

 
 
Note: From “The Basics of Neural Networks (Neural Network Series) — Part 1” by 
Kiprono Elijah Koech. 

 
Neural networks are very versatile, as the input of one neuron can become the 

output of another neuron. This interlace of connections makes neural networks 

adaptable to a vast variety of complex tasks, such as image classification, speech 

recognition or even playing chess (Géron, 2022). 

A multi-layer neural network consists of an input layer, a stack of neurons known 
as a hidden layer, and an output layer as seen on Figure 2-2. When a neural network has 

several stacked hidden layers they are referred to as deep neural networks (Géron, 2022). 

Figure 2-2 
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Hidden Layers of a Neural Network 

 
 
Note: From “Everything you need to know about Neural Networks and Backpropagation — 
Machine Learning Easy and Fun” by Gavril Ognjanovski. 

 
Neural networks aim to minimize a predefined loss function by tuning the weight 

parameters and measuring the error of the model’s forecast. The model trains in 

different batches of the dataset and provides an output. The outputs are compared 

to the target value to calculate the errors of the batch. Then, through a process 

called backpropagation, the model deciphers the contribution to the error for each 

connection. Finally, the neural networks follow a process known as gradient descent 

to correct the weight parameters and reduce the error to an acceptable range (Géron, 

2022). 

 

2.2.2 Recurrent Neural Networks (RNNs) 

Recurrent neural networks are neural networks that have a connection that feeds the 

neuron back to itself, as seen on Figure 2-3 (Géron, 2022). This type of neural network 

tries to model sequences in time steps (Castellanos, 2022). 
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Figure 2-3 

Recursive Neural Network 

 
 
Note: From “Deep Learning: Recurrent Neural Networks” by Pedro Borges. 

 
RNNs suffer from high complexity issues that demand large computational power. 

It can take months to train these models. Additionally, they are not able to handle short 

and long-term relationships of a sequence easily. (Castellanos, 2022). 

 

2.2.3 Transformers and Attention Models 

Transformers are neural network models that try to learn the long and short relationships 

of a sequence based on the idea of an attention layer. The groundbreaking paper, 

"Attention is All You Need" (Vaswani et al., 2017) outlines the concepts that make 

transformers much more capable of understanding the complex relationships that exist 

within human language. Transformers can do the following: 

1) Take the surrounding context of the word into account.  

2) Take the order of the words into account.  

3) Generate output with the same length as the input. (Vaswani et al., 2017). 

The positional encoding refers to the combination of the standalone embedding for 
each word and its order in the sequence of words, or where it exists in the sentence. 

Each positional encoding is then used to create the contextual embedding, which takes 

the weighted average of each standalone word in the sentence and its relevance to that 

positional embedding. Essentially, the contextual embedding assigns a certain amount 

of "attention" each word has to one another, which is found based on a cosine similarity. 

The combination of these self-attention layers results in the "multi-head attention" layer 
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which is used to attend to multiple patterns in a sentence, like tense, tone, and 

relationships between words. The final process for each of these embeddings is to 

return them to a dense layer of the same size as the input (Ramakrishnan, 2024). All of 

these processes make the transformer architecture exceptionally powerful and has led 

to its rise in prominence amongst deep learning architectures for numerous purposes. 

 
2.3 Foundations of Generative AI 

 
2.3.1 Large Language Models 

The core of generative AI leverages foundation models which are "massively pre-trained 

models on a huge corpus of unlabeled internet data"(Chandrasekaran, Miclaus, & 

Goodness, 2023). They can either be transformer-architecture-based models (like most 

large language models) or diffusion-based models (like most computer vision models)" 

(Chandrasekaran et al., 2023). 

Simply put, users can pose a query or prompt to an application built upon a 

foundation model to perform complex tasks. "Foundation models for natural language 

processing are large language models...trained on information that includes text 

languages, coding languages, images with descriptions, and weblogs optimized to 

predict information based on the nature of the prompt" (Khorana, 2023). 

LLMs compute the probability of an upcoming word given a sequence of words. 

(Castellanos, 2022). The model requires deep neural networks that learn from a large 

amount of data. These LLMs have gone through numerous improvements in the past 

few years and can be used out of the box or fine-tuned to fit specific needs.  

 
2.3.2 LLM Models and Solution Approaches 

There are several approaches to building a functioning application based on a large 

language model, with different use cases and challenges. Choosing an approach means 

balancing many trade-offs including control, accuracy, and efficiency. 
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The first decision is between using a proprietary LLM, an open-source foundation 

model, or a fully customized model. See the advantages and disadvantages and 

examples in Table 2-1. 

Table 2-1 

Pros and Cons of Different Large Language Model Sources 
 

LLM Definition Pros Cons Source 

Custom 
LLM 

Model trained from 
scratch, typically in-
house.  

Max control. 
Unique tasks. 
Domain-specific info. 

Extremely resource 
intensive, billions to 
trillions of tokens needed 
to build the training 
dataset, including writing 
the prompts and expected 
answers 

databricks 
webinar- 
tang_disru
pt  

Proprietary 
LLMs 

Proprietary LLMs 
are owned by a 
company and can 
only be used by 
customers that 
purchase a license. 
 
Examples: 
OpenAI 
AuzreOpenAI 
Bard/ Gemini  

Trained on vast datasets 
(trillions of tokens). 
Higher accuracy levels. 
Larger range of use cases. 
Simpler deployment, 
accessible with APIs. 

Security risks. 
Less customization than 
open-source models. 
Expensive.  

team_ope
n_2023 

Open-
source 
foundation 
models 

Model where the 
code and underlying 
architecture are 
accessible to the 
public, meaning 
developers and 
researchers are free 
to use, improve, or 
otherwise modify 
the model. 
 
 
Examples: 
LLaMA V2 
Hugging Face 
MosaicML 

Cheaper than OpenAI. 
Flexible to customize 
with better control over 
costs, easier to evolve 
specific to company 
goals. 
Better control over 
security and privacy (can 
run on-premises). 
Fewer barriers to 
enter/exit, easy to swap 
and test new solutions. 
More transparency on 
how they are fine-tuned 
and trained. 

Greater investment needed 
in data engineering, 
tooling integration, and 
infrastructure. 
Constant model 
iterations/versions needed. 
Varied licensing 
requirements. 
Higher need for skilled 
fine-tuning and model 
development personnel. 
Can have a lower 
accuracy. 

robuck_fe
ature_202
3 
amos_quic
k_2023 
team_ope
n_2023  

Out of the 
Box 
Solutions 

Solutions that are 
made by companies 
with low-code 
options such as 
drag-and-drop 

Low development 
requirements. 
Fastest to deploy to 
market.  

Costly. 
More rigid; difficult to 
customize to individual 
needs, like adding a GNN. 
It doesn’t negate the need 
for data preparation which 
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features and fixed 
interfaces. 
 
Examples: 
CustomAI 
GPT  

will still require coding 
solutions/ data science. 

Azure 
Cognitive 
Search with 
Azure 
OpenAI 
Service 

It gives users access 
to AI tools (like 
GPT) through 
Microsoft's Azure 
platform, making it 
easier to add smart 
features like natural 
language 
understanding to 
apps, websites, and 
other digital 
products. 

Uses cognitive search to 
index the data across 
large knowledge bases.  
Easily ingrained with 
existing Azure tools like 
Azure Data Factory, 
DataBricks, Azure Data 
Warehouse. 
“State-of-the-art”. 

Costly. 
Longer time to acquire the 
subscription.   

Castro, 
2023 

 
The most difficult method is building an LLM from scratch. While it allows 

maximum control over the data the model is being trained on, it is extremely resource-

intensive and requires billions to trillions of tokens for training (Tang & Koleva, 2023). 

Due to the complexity of the technology and the need for high levels of computing 

power, a few players are currently dominating the proprietary LLM market. Typically, 

developers can access their APIs to build models on top of, paying per token or input. 

As of 2023, the key players include OpenAI (GPT), Meta (Llama), Google (Palm 

and Bard), as well as several open-source contributors. 

The most prominent player in the industry and the makers behind ChatGPT is 

OpenAI. Microsoft partnered with OpenAI in January 2023 enabling a significant 

sharing of resources, financial support, and access to Microsoft servers. This 

partnership also opened up OpenAI’s integration to AzureOpenAI, Bing, and the 

development of Microsoft CoPilot (Edell, 2023). OpenAI launched GPT-4 in March of 

2023 with significantly fewer hallucinations (misleading, fabricated, or inaccurate 

answers (Dwivedi et al., 2023)) and higher levels of accuracy than GPT 3.5 (OpenAI, 

2023). OpenAI also launched customizable GPT models which allow users to create 

applications that can search the web, analyze data, or even generate images.  

Another popular model is Meta’s LLaMA (Large Language Model Meta AI) 

model, which can be downloaded locally and accessed without using an API, reducing 

the concern of sending private data over the internet. It also allows for greater 
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customization and flexibility, at the tradeoff of increased setup and operational costs 

(Robuck, 2023). 

Hugging Face is an open-source library providing thousands of pre-trained models, 

offering "automation and governance tools and curated datasets, as well as model APIs 

and generative AI applications, targeting enterprise needs" (Chandrasekaran et al., 

2023). The biggest benefits of using an open-source foundation model over a proprietary 

LLM are the increased flexibility for customizing, better control over security and 

privacy, and ease of testing out different models due to lower barriers to entry and exit. 

However, they generally require a greater investment in technically skilled resources and 

more highly skilled fine-tuning (Ramos & Chandrasekaran, 2023). Currently, the 

accuracy is lower for these open-source models compared to the enterprise solutions. 

There are several APIs, wrappers, and tools that abstract the need to delve directly 

into the LLM, such as LangChain. LangChain is an open-source Python library that 

works as a framework to develop applications with LLM models (Topsakal & Akinci, 

2023). LangChain orchestrates the application through an API connection to the LLM 

models, which can be private such as OpenAI or open-source such as LLaMA. It also 

allows the user to include a prompt template where the developer can type the 

instructions or inputs to the LLM to customize the format of the responses. Additionally, 

LangChain has "agents" that are tailored solutions for specific tasks. 

For example, a SQL agent takes a prompt, interprets it using natural human 

language, creates a SQL query to pull the relevant data, and returns the answer to the 

user’s question (Dieruf, 2023). 

 

2.3.3 Optimizing Generative AI Models 

A webinar given by Colin Jarvis (OpenAI) and Luv Kothari (ScaleAI) explained the key 

components needed to customize a generative AI solution for a company’s use case. There 

are three main methodologies in the optimization of a generative AI model: prompt 

engineering, retrieval-augmented generation (RAG), and fine-tuning (AI, 2023). 

Prompt engineering, the most basic, involves asking differently phrased questions 

or prompts to elicit more specialized information from the model. It’s beneficial for fast, 

on-the-fly model guidance, but not easily controlled or scaled (Tang & Koleva, 2023). 
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Retrieval-augmented generation (RAG) involves giving the model extra data and 

information to base its answer. In RAG, the data or documents are embedded and/or 

stored in a knowledge base, which can be in the form of a vector database or another 

data storage. The user question is interpreted by the LLM which uses a retriever 

component to search the database for relevant information that enhances the LLM’s 

response to the question. The final output to the user’s query is typically composed of 

both the model’s pre-trained knowledge and the specific information provided. This 

method introduces new information to the model to update its knowledge store and can 

also reduce hallucinations by forcing the model to restrict data retrieval to a specific 

knowledge source. However, it is not as useful when scaling to a broad domain due to the 

retrieval process, and the addition of more context and tokens can also increase the price 

of the solution. It’s often better to use RAG when there is a short-term solution to solve, 

and accuracy is prioritized over computational efficiency and cost (AI, 2023). 

Fine-tuning involves training the model further on a smaller highly domain-specific 

data set to optimize a model for a specific task. It is best used for customizing the 

structure of responses based on complex instructions derived from knowledge that 

already exists in the model instead of introducing new information like with RAG. It 

can improve the model’s efficiency and reduce the number of tokens needed to execute 

a task. In many cases, a fine-tuned GPT-3.5 model can outperform a GPT-4j model; in 

one example, a fine-tuned OpenAI model was able to execute a language-to-SQL task 

84% better than a broad model after being fed a series of examples of specific SQL 

scripts (AI, 2023). Many enterprise solutions today use a combination of these methods 

to achieve the highest result. 
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Table 2-2 

RAG, Prompt Engineering, vs Fine-Tuning 

Model 
Approach Definition/ Use Cases Pros Cons Source 

Prompt 
engineering 

Crafting specialized 
prompts to guide model 
behavior. 
 
Used for quick- on the fly- 
model guidance. 

Fast, cost effective, 
no training 
involved. 

Not as controlled as fine-
tuning. 
Harder to get better 
accuracy. 
Time intensive. 

databricks 
webinar- 
tang_disru
pt 

Retrieval-
Augmented
-
Generation 
(RAG) 

LLM with external 
knowledge retrieval 
through knowledge base/ 
vector database. 
 
Used for Dynamic datasets, 
companies with lots of 
personal data. 

Better accuracy 
than prompt 
engineering. 
More up-to-date 
data. 
Domain-specific or 
private data. 
Brings 
organizational 
context without the 
complexity and 
cost of fine-tuning. 
Reduced 
hallucinations due 
to grounding on 
organization data. 

May increase latency 
(more time to answer a 
question), impacting the 
viability. 
Needs to incorporate 
vector databases and 
embedding models which 
involves a new 
architecture. 
Potential security risks. 

databricks 
webinar- 
tang_disru
pt 
 
choose an 
approach 
for 
embeddin
g -
chandra_h
ow_2023 

Fine tuning Fine-tuning is a classic 
approach for “transfer 
learning” aimed at 
transferring knowledge 
from a pre-trained LLM to 
a model tailored for a 
specific application. 
 
Adapting a pre-trained 
model to specific datasets. 
Used for domain or task 
specialization. 

Granular control. 
High specialization. 

Can risk hallucinations by 
over-fitting / over-
training the model. 
Involves hyperparameter 
tuning; needs more 
experienced technical 
developers. 
Computationally resource 
intensive; needs 
thousands of examples 
and necessitates GPUs. 

databricks 
webinar- 
tang_disru
pt 
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2.3.4 RAG Data Ingestion: Knowledge Graph vs Relational 

Databases 

A common application enabled by LLMs is creating contextual dialog applications such 

as chatbots (Hadi, Tashi, et al., 2023). To build a chatbot for private data using a RAG 

approach, the data is ingested from a source database to the LLM, which then retrieves 

the relevant information and generates the correct answer. There are several ways of 

ingesting the data to the LLM, but the approach depends on the database where the data 

is stored. Some example databases are using CSV files or relational databases consisting 

of rows and columns. Yet there is another way of ingesting data to LLMs through a 

database known as a knowledge graph (Langchain, 2024).  

In essence, a graph knowledge base consists of nodes and edges that capture 

relationships between nodes. Knowledge graphs are excellent for contextualization of 

data simply and efficiently in terms of computational memory (Yse, 2023). Even though 

several papers have written about the excellent performance of LLMs in using SQL 

(programming language for relational databases), there does not seem to be a 

significant amount of papers replicating this evaluation with cipher (programming 

language for graph knowledge databases) (Salihoglu, 2024). There is a large opportunity 

for this type of database; companies such as Microsoft are creating graph knowledge 

databases using LLMs that exhibit significant contextualization improvements when 

performing Q&A (Larson & Truitt, 2024). The capacity of graph knowledge databases to 

contextualize data in an efficient way creates a great opportunity for large language models 

to work with complex data and gather enriching insights efficiently (Yse, 2023).
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2.4 Use of AI in Business 

A study by McKinsey Digital estimates that generative AI has the potential to add  

$2.6 trillion to $4.4 trillion to the U.S. economy by impacting the productivity of retail, 

high-tech, banking, and life sciences, among other industries. In the retail and consumer 

packaged goods industry, the estimated impact ranges between $400 billion to $660 

billion per year. These numbers are enhanced by 35%-70% when the applications of 

generative AI are embedded along other machine learning and business analytics 

models(Chui, Hazan, Roberts, Singla, & Smaje, 2023). 

Generative AI capabilities of processing natural language, performing speech 

recognition, generating images, and producing code, foment a broad spectrum of 

applications for business management (Bi, 2023). These applications are not only 

related to automating processes but also creating innovative and disruptive outcomes 

that are expected to revolutionize functions such as customer interaction, marketing 

ideas generation, software development and maintenance, and R&D (Chui et al., 2023).  

According to McKinsey, generative AI initiatives should be evaluated not only in 

terms of cost reduction but also in terms of labor productivity potential. Both 

schemes are complimentary and may generate financial benefits (Chui et al., 2023).  

There are many growth opportunities in the supply chain space, especially in 

increasing the efficiency of the workforce. A study conducted by Harvard Business School 

and Boston Consulting Group (BCG) tracked 758 BCG consultants’ work productivity 

and accuracy using 18 realistic consulting tasks. The results showed that those who used 

GPT-4 completed "12.2% more tasks, 25.1% quicker [with] 40% producing higher quality 

results." However, the same group was "19% less likely to produce the correct solutions 

compared to those without AI" (Dell’Acqua et al., 2023).  

Cases like this challenge the idea of whether having speed and increased 

productivity is favorable overtaking a longer amount of time but getting more accurate 

answers. As the foundation models continue to advance, there is a great potential for 

continued improvement and mitigation of the accuracy issues, underscoring the benefits 

of increased efficiency with fewer risks. For example, GPT-4 has already been shown to 

be faster than GPT-3.5 (OpenAI, 2023). 
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2.4.1 Use Cases in Procurement & Supply Chain 

The advancements in generative AI are already being implemented in procurement and 

supply chain. Some examples mentioned in an interview conducted by the Chartered 

Institute of Procurement and Supply Chain with executives of Shell and Maersk are 

digital assistants, standardization of contracts, user training and upskilling, question- 

answering capabilities, contract understanding, spend analysis, supplier selection, and 

negotiation support in procurement. Generative AI can improve productivity in these 

areas and allow procurement professionals to focus on more strategic aspects of their 

jobs (CIPS, 2022). 

In a report by Frost & Sullivan, within procurement, AI and ML have can be useful 

for the following tasks: predicting price changes, classifying spend into various 

categories, vendor matching based on invoice and purchase order history, capturing 

supplier or market data through web posts and alternative data channels using natural 

language processing (NLP). Solutions leveraging generative AI can be especially useful to 

"analyze purchase history data and provide insights on material procurement areas to 

enable the company to manage risks, create saving opportunities, and optimize buying 

power" (Sullivan, 2021). 

Walmart has already adopted a generative AI tool to automate their supplier 

negotiations. Instead of a buying team, the AI tool that is trained on Walmart’s specific 

needs communicates with humans to close the deals. Walmart said "it’s successfully 

reached deals with about 68% of suppliers approached, with an average savings of 3% 

on contracts handled via computer since introducing the program in early 2021."(Sirtori-

Cortina & Case, 2023). Other companies like Amazon also invest in automated vendor 

discussions, but companies like rival Target do not. The study mentioned that a common 

fear about using automation for account management and procurement is that the 

machines and algorithms aren’t able to benefit from human- vendor relationships, which 

are often pivotal to negotiation strategy (Sirtori-Cortina & Case, 2023). Nishant 

Srivastava, a solutions architect at Microsoft, explains how using OpenAI’s question-

answering models for contract interaction, evaluation, and analysis can accelerate the 

productivity of procurement managers by helping them focus on strategic aspects instead of 

doing unreliable manual procedures (Srivastava, 2023). An LLM solution such as 
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ChatGPT that has been fine-tuned on procurement contracts can then be used to query 

relevant insights in a fast and efficient way. The solution becomes a tool that empowers 

procurement managers with better negotiation capabilities. The manager could answer 

queries such as "What were the termination conditions of the last 3 contracts for supplier 

ABC" or "What are the lead times established in Contract XYZ for SKU1234?". 

(Srivastava, 2023). 

Another promising use case of generative AI in procurement is in supplier selection. 

As explained by Deloitte, selecting the right supplier is not an easy task. It requires the 

evaluation of structured and unstructured data related to products, supplier historic 

performance, prices, payment options, geography, and risk profile, among others. 

Generative AI can assist with this task and adapt to specific procurement requirements 

(Rajani & Deng, 2023). In an interview with a former Chief Data Scientist of one of the 

world’s largest aircraft manufacturers, a similar use case was developed using deep 

neural networks trained on aerospace parts descriptions and supplier data. The model 

managed to rationalize complex information and increase the pool of supplier options, 

allowed to determine a fair value for the parts, and enhanced the negotiating capabilities 

of the company. This project accounted for $1.7 billion in savings for the company. 

Although this project was developed 3 years before generative AI was available (2022), 

it is a successful example of the applications of deep learning models in procurement. The 

interviewer explained that if generative AI had been available at the time, the project 

would have required less time, and most likely greater insights may have been gathered 

(Vu, 2023).
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2.4.2 Evaluating Performance 

The transformational capability of generative AI requires a tailor-made performance 

metric for each enterprise goal and specific use case. Therefore, a strategic approach 

must be followed when defining the performance metric of any generative AI project. 

The first step is to establish the goal of the generative AI application and make sure that 

it is in alignment with the enterprise mission and department goals. This will promote 

the adoption and funding of the project (Gartner, 2023b). Once the goal is stated, the 

generative AI value driver must be defined and as a consequence, the performance 

metrics will become the link between the goal and the value driver (Gartner, 2023b). For 

example, if the goal of the generative AI deployment project is to increase the 

productivity of the category managers, the value driver of the solution would be to 

diminish the time required to gather precise and useful insights from a procurement 

database. The performance metrics that connect the goal to the value driver would be 

time to answer a question, number of clicks required to find the answer, and accuracy of 

the answer found. (Gartner, 2023b) 

Once the performance metrics are defined a baseline for success must be defined 

(Coveo, 2023). Previous measures of key performance metrics (KPIs) may be used as 

part of the benchmark but new measurements may be adapted to evaluate the success of 

the generative AI implementation. For productivity, task completion tests and surveys 

are a common practice to evaluate success. The performance metrics may also be 

segmented by employee level (years in the company) or domain knowledge of the task 

to be completed. These segments are also tailor-made to the specific use case and 

contribute to measuring the impact of the initiative as a value driver of the established 

goal (Dell’Acqua et al., 2023). 

One of the most relevant KPIs to keep in mind is the return on investment 

(Fernando, 2023). Measuring the financial outcome of deploying a project is not 

an easy task, but is certainly a very important metric, as most AI projects are not 

profitable yet (Ashoori, Goehring, Humphrey, Naghshineh, & Rodenbeck Reese, 

2023). The financial outcome of a generative AI project is key for the mid-long term 

evaluation of the initiative as investors’ pursuit for returns will keep generating pressure 

on unprofitable projects. This is a very important concern. Gartner research estimates 
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that 50% of the companies that have deployed large language models initiatives will be 

forced to desert those projects by 2028 in part due to costs that surpass the financial 

benefits (Wiles & Sallam, 2023). 

 

2.4.3 Limitations of Generative AI 

Businesses must act quickly to capture the benefits of generative AI, but certain risks 

need to be consciously considered when deploying this technology. Firstly, one of the 

most relevant risks to focus on is content quality. There is a constant threat of 

hallucinations that these models can produce when there is no feasible answer. These 

models generate different answers to the same prompt question creating the need for a 

human user to assess the accuracy of the answer. Secondly, the security aspect is critical 

given that sensitive data leakage may occur while accessing the large language models 

owned and operated by a third-party company like OpenAI that can assure data privacy. 

Thirdly, the data on which the model is trained could have biases that will be introduced 

and included in the output. Finally, the workforce’s reluctance to adopt these disruptive 

solutions as a tool due to fear of being replaced creates a barrier to the adoption of 

generative AI models (Chui et al., 2023). 

Hallucinations, Confabulations, and Consequences 

Even though generative AI’s ability to create coherent responses and 

conversations has been astonishing, they do not abstain from errors. When this type of 

model generates misleading, fabricated, or inaccurate answers it is commonly referred 

to as hallucinations (Dwivedi et al., 2023). Nevertheless, this term does not precisely 

describe the outcome that is being generated by the model. A hallucination in clinical 

terms is a false sensory perception that leads to ambiguous behavior. On the other hand, 

a confabulation is a fabricated logical statement(Hatem, Simmons, & Thornton, 2023). 

For example, citing a reference that does not exist is a clear example of confabulation, 

and it is also an example of one of the types of errors that generative AI may produce. 

Therefore, the most adequate linguistic term to describe the inaccurate information of 

large language models’ errors is confabulation (Hatem et al., 2023). 

Confabulations are extremely dangerous due to the over-confidence that users 

have on these tools (Fui-Hoon Nah, Zheng, Cai, Siau, & Chen, 2023). Using these 
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models without a keen understanding of their limitations, specially of hallucinations, 

may create terrible outcomes. For example, the model may be suggesting a user to take 

an incorrect medication without having a professional evaluation (Sallam, 2023). 

Generative AI and large language models failures are agnostic of topics or categories 

and a large list of failures in terms of reasoning, fact reliability, mathematics, and coding, 

among others have been developed (Borji, 2023) as proof of the issues that may arise 

from blindly accepting the answers provided by the model. For reference, ChatGPT can 

reach high scores close to 90% and 95% on the United States Medical Licensing Exam 

and 84% on the Law Examination of Constitutional Law, but for the Ophthalmology 

test, it scored approximately 50% and a surprising 27% in Taxonomy (highly 

mathematical) (Shahriar & Hayawi, 2023). This evidences that the model still has 

mathematical and reasoning challenges that it cannot solve. 

Ethics and Privacy 

Generative AI and large language models have been trained using large amounts 

of data from the World Wide Web. This means that the data on which these models were 

trained were sometimes unethically biased and therefore the output may also show 

biased results. The unethical use of private publications or academic papers without the 

ability to justify citations is a prevalent issue for these models (Shahriar & Hayawi, 

2023). 

Private data security is one of the most delicate aspects of using large language 

models. This issue affects individuals, companies, and governments, as the rising use of 

tools like ChatGPT exposes confidential data to be leaked into the model (Fui- Hoon 

Nah et al., 2023). This has made generative AI applications an important target for 

hackers looking to steal sensitive data (Chui et al., 2023). Different techniques such as 

reverse psychology and prompt injection attacks have been proven to work in generative 

AI applications to unethically surpass the cyber-security of the application (Gupta, Akiri, 

Aryal, Parker, & Praharaj, 2023). There have also been reported bugs in the applications 

that temporarily exposed the chat history of users (Porter, 2023), exposing private 

information and opening concerns on the security levels of the tool. 

Explainability 

Machine learning and artificial intelligence solutions are greatly trusted when 

the output of the model is explainable and interpretable. Both components are critical 
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aspects of transparency of a model’s behavior (Balasubramaniam, Kauppinen, Rannisto, 

Hiekkanen, & Kujala, 2023). Large language models are created using complex deep 

neural networks with over 175 billion parameters that derive from a diverse and vast 

amount of data gathered from different sources. The complexity of these models 

makes explainability and interpretability a very complicated task to achieve. Not 

having the capacity to understand the reasons behind a decision generated by a large 

language model amplifies the ethical, transparency, and trust issues of this solution 

(Hadi, Qureshi, et al., 2023). 
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3 Methodology 
 

This section outlines the methodology used for developing and evaluating the 

generative AI-based chatbot for our sponsor’s category management team. It describes 

the selection and implementation of large language models and retrieval-augmented-

generation techniques, integrating Langchain’s text-2-SQL and kuzuQAchain agents 

into a graph knowledge database. The methodology also includes precision testing, 

instruction tuning, and prompt engineering to ensure the accuracy and relevance of the 

chatbot. These steps address key AI implementation challenges such as data 

hallucinations and complex query management, emphasizing the chatbot’s adaptability 

and scalability in meeting business needs. 

 
3.1 Technical Approach 

The goal of this project is to test the question-answer capability of generative AI with 

real company data and demonstrate the applications with the category managers to 

understand the value and potential adoption risks. The intent of focusing on a pilot with 

only a few use cases and data sources is to test the hypothesis that a generative AI 

solution would provide benefits and is worth the significant investment in time and 

resources to deploy the tool in production. Creating a minimal viable product will help 

to circumvent the constraints that the engineers can face. 

After evaluating the advantages and disadvantages of several foundation models, 

we decided to proceed with using Azure OpenAI’s LLM (GPT-3.5 Turbo). The 

sponsor company is currently using Microsoft Azure’s Cloud Platform, including 

Azure DataBricks and Azure Data Warehouse as their data storage platform. After 

providing our justification to the company’s internal LLM governance team, we 

obtained access to the company’s Azure OpenAI API through Azure DataBricks, 

enabling our models to pull directly from the data within their data containers. This 

addressed the security/privacy issue, as Microsoft platforms are closed environments 

that prevent the data from being exposed, unlike using OpenAI’s platform or another 
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external company that provides a proprietary LLM. 

After evaluating fine-tuning, prompt engineering, and Retrieval Augmented Reality 

(RAG), we decided to use a RAG approach to feed our company’s data on supplier spend 

information to our model’s knowledge base. This approach is less computationally 

expensive and, as shown in our research, can reduce the frequency of hallucinations. 

We leveraged the current relational database architecture as a structure to feed the 

LLM. The chosen text-2-SQL agent from LangChain (after testing several different 

open-source options) uses generative AI to turn the natural language queries posed by 

the user into structured query language (SQL), which can then be run against the 

related knowledge base (in this case, spend data) to retrieve an answer. This involves 

a combination of instruction tuning and prompt engineering to focus the model on 

answering specific use cases. 

In parallel, we built a knowledge graph database from the sponsor company’s 

relational database using Kuzu and NetworkX Python libraries. We used this database 

structure to feed the LLM model and evaluate whether we could achieve better accuracy 

in more complicated queries than with the relational database. To create the graph 

knowledge base, we combined different datasets from the relational database. We 

created a directed graph of the Bill of Materials (BOM), connecting all finished goods 

with their respective raw materials and combining this information with the vendor 

information of each raw material. After constructing the knowledge graph database, we 

deployed a text-2-Cipher agent named kuzuQAchain (Cipher is the query language for 

graph networks). The agent works similarly as the text-2-SQL agent. It takes the input 

prompt and generates Cipher code that looks for the answer inside the graph 

knowledge database. With this, it’s possible to answer question such as "If supplier 

ABC has a disruption, which BOMs will be affected and what is the total final product 

revenue at risk?" The final architecture will utilize Langchain’s text-2-sql agents and 

kuzuQAchain as seen on Figure 3-1. 
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Figure 3-1 
 
Chatbot RAG Architecture with Langchain and Kuzu 
 

       
 

 
3.2 Use Case Segmentation 

Based on our discussions with the category managers, we compiled a comprehensive list 

of the types of questions the managers typically answered using data, either through 

dashboards and/or information passed through Excel sheets. The list was extensive 

(see appendix A-1 for full list of questions), so we divided them up into three categories 

of questions, each with a different technical approach to retrieving the answer. See 

figure 3-2. 
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Figure 3-2 

Question Segmentation 
 

 
 

Type 1:  Direct Data-Retrieval Question/Answer 
• Approach: Use LangChain text-2-SQL agent; instruction tuning for column 

names. 

Type 2:  Statistical Analysis or Multi-Table Insights 

• Approach: Graph database or knowledge graph with Cypher Type 3 Complex 

Questions Requiring External Data 

Type 3: Complex Questions Requiring External Data (out of scope) 
• Approach: Web-scraping or fine-tuning  

 
We then narrowed down a select few use cases within Type 1 and Type 2 categories to test 

and identified the technical approach needed to achieve accuracy. 

 

Use-Case 1:  Extracting total spend volume by franchise, category, or supplier 
• Approach: Use SQL-to-text Langchain agent; instruction tuning for column 

names  
 
Use-Case 2:  Identifying year-over-year spend/ price changes at the aggregate level 

• Approach: Create an intermediate table that shows the prior year’s spend for 
each row to reduce latency with SQL merge/join statements 

 
Use-Case 3:  Connecting BOM and spend data to analyze queries using both tables 

• Approach: Use graph database and Langchain Cypher agent to query graph 
database 
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3.3 Measuring Accuracy 

We evaluate the success of our implementation by running different prompts and comparing 

the results against the actual value from the underlying data tables to find the accuracy 

percentage. We then run a sensitivity analysis by changing the prompts slightly, varying in 

degree of how much explanation and direction was given in the prompt, to see if the results 

vary greatly and how sensitive the methodology is to changes in phrasing. 
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4 Results and Discussion 

 

This section presents the results and discussion of the generative AI chatbot’s pilot, 

focusing on its performance, accuracy, and user adoption. We analyze the effectiveness 

of the chatbot in delivering precise and relevant responses with various prompts and 

explore its impact on category management. Additionally, we discuss the potential 

barriers to adoption, and key learnings, both technical and operational. This analysis 

aims to provide insights into how the chatbot can be optimized and scaled across the 

organization, as well as strategies to mitigate risks to ensure a smooth integration and 

maximize the technology’s benefits. 

 

4.1 Accuracy 

For each of the three use cases, we tested several different questions, and their 

variations, and compared the results to the results that came from the original data 

source. We have masked any proprietary information for confidentiality. 

Our results are as seen on Table 4-1: 
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Table 4-1 
 
Results from RAG Chatbot Chosen Use Cases 
 
Use Case Questions Number of Accurate 

Responses out of Total 
Number of Prompts 
Tested 

Extracting total 
spend volume by 
franchise, 
category,or supplier 

Who are the top 10 suppliers for franchise 
group XYZ? 
 

3/3 prompts 
 

Which supplier had highest spend per 
franchise group? 
 

4/4 prompts 
 

Which materials had “1.5mm” in short 
description, and what suppliers were they 
purchased from? 

token count too large for 
all suppliers. 
 

Identifying year-
over-year spend/ 
price changes at 
aggregate level. 
 

Which 5 categories had the greatest percent 
change in spend between 2022 and 2023? 
 

3/3 prompts 
 

What was the % change for each one? 4/4 prompts 
Which suppliers for the franchise XYZ had 
the greatest % price change? 
 

4/4 prompts 
 

Which suppliers had the greatest YoY price 
change? 
 

token count too large for 
all suppliers. 
 

Connecting BOM 
data with supplier 
data to pull insights 
that leverage both. 
 
 

If Vendor XYZ faces a disruption, what is 
the total spend of finished goods affected? 
 

2/3 prompts 

Which raw material does supplier XYZ 
support and which material category do they 
belong to? 

3/3 prompts 
 

Which FGs are impacted by changes to raw 
material XYZ? 
 

2/3 prompts 
 

 

The queries that result in "token count too large" occur because the large language 

model must process thousands of rows of data that the code returns and translate that 

into natural language. The GPT 3.5 Turbo was not able to handle this. However, simply 

narrowing the scope of the question, such as requesting the top 10 suppliers that meet 

the criteria instead of all suppliers, can alleviate this issue. 

With Type 1 questions, such as those posed in use case 1, the text-2-SQL agent was 

able to perform well with different prompts. However, as the questions became more 
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complex, to get accurate results a combination of instruction tuning, and prompt 

engineering had to be used. For example, the category manager colloquially uses the 

term "YoY" to indicate "year over year" changes in spend, but the large language model 

does not know how to interpret it unless explicitly indicated. Each use case that may rely 

on one of these terms needs to be programmed. Though this can seem counter-intuitive 

to the use of generative AI to perform the querying, the instruction is written only once 

in the code rather than each time the model runs, so it is still more efficient than writing 

each individual query from scratch. Without prompt engineering, the model wouldn’t 

know how to query the "franchise" column instead of the "franchise group" column. 

These learnings stress the importance of defining the use-cases that the individuals 

intend to use with the model, as well as the importance of testing out each case before 

deploying the solution to the production environment. Over time, the model should be 

continuously improved and expanded to generate more capabilities. 

Another important finding is that with every prompt we tested, the model did not 

return any false answers. Instead, it would return an error message if it wasn’t able to 

identify an answer, which is preferred over a hallucination. This is key to maintaining 

confidence about the model’s performance for the users. 

 

4.2 Key Learnings 

In this proof-of-concept, the idea of “generative” AI is solely based on the translation 

of human text into code. The model should not actually generate new information or 

data. Using a RAG approach can limit this issue because the data acts as a reference 

point for the model, which reduces its reliance on generalizations that could lead to 

hallucinations. 

Originally, the questions posed by the category managers were huge, disparate, and far-

reaching. Since different use cases can require different architecture and encoding of 

company knowledge or acronyms, it’s important to select only a few use cases at a time to 

test for accuracy, and then continuously expand the number and complexity of questions 

over time. 

Less is more. The data clean-up process is crucial, simple actions such as keeping 

column names consistent can help avoid joining errors and reduce latency. In this 
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proof-of-concept, intermediate tables and views with reduced complexity had to be 

constructed to generate relevant and timely responses from the LLM and text-to-code 

agents. 

Graph knowledge databases are preferred when querying vast networks because 

they eliminate the need for expensive join operations typical in relational databases. 

Graph knowledge databases offer a higher capability of contextualizing the dataset due to 

its architecture of nodes and directed edges. This methodology is very promising and 

state-of-the-practice research is currently being developed by top players such as 

Microsoft and DeeplearningAI. 

 
4.3 Discussion 

 

Using generative AI for a question-answer chatbot is advantageous over historical 

natural-language-processing (NLP) solutions because they can provide coherent and 

contextually relevant responses, even ones not explicitly programmed or written from 

existing documents.  

An important question for the project team is whether it is better to use an off-

the-shelf AI solution to meet these various demands rather than developing a solution 

in-house. An off-the-shelf chatbot can avoid the time and cost of developing a tailored 

solution. However, an in-house solution is advantageous for several reasons. Generative 

AI is not protected against the well-established “garbage in, garbage out,” or GIGO, 

effect, which underscores the importance of data quality and modeling. The complexity 

of the models and data architecture significantly impacts the resulting output. Hence, 

the benefit of designing a tailored model while still using a proprietary LLM is the 

increased flexibility this affords data scientists to swiftly iterate, test various models, and 

deploy solutions in secure, private environments. Another advantage of the in-house 

option is that it can be tailored to specific organizational needs while keeping costs and 

the need for computationally skilled persons manageable. Furthermore, given the 

experimental nature of this field, piloting a proof-of-concept first can help foster trust 

among relevant stakeholders and make it easier to secure internal project funding. The 

project’s “low-hanging fruit” was to address Type 1 questions first. Much higher 
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accuracy was achieved when using careful prompt engineering. This approach poses two 

critical questions: how can the likelihood of user error be accounted for, and how can 

category managers be protected from potentially inaccurate information when questions 

are posed ambiguously? 

One strategy is to encourage category managers to learn and embrace pseudocode—

a mix of plain language and coding syntax that explains how a program should work—

without using actual programming language. Even without a technical background, 

using words like "filter" and "aggregate" or breaking down complex queries into smaller 

sentences first can greatly increase the tool’s accuracy. 

Another approach focuses on refining the user interface. Implementing a drop-down 

menu can guide users away from entering free-form text where this type of input is not 

ideal for the model. A help area that clarifies users’ objectives before inputting free-

form text can be included. In addition, instruction tuning in the design of the application 

can guide the agent in answering a specific category of questions in a purposely 

directed way. 

Graph knowledge bases are not easy to construct. Corporate products such as 

Neo4J are available in the market, which offer more capabilities than open-source 

solutions. We strongly recommend this methodology when evaluating the deployment of 

LLM models, as they offer an enriching contextualization of complex datasets, 

allowing the company to easily connect direct and indirect procurement data and 

perform data mining of Type 2 and Type 3 questions. 

Apart from technical constraints, our research and firsthand conversations with the 

teams highlight several barriers to adoption within the company.  

1. Accuracy: There is a risk of under-utilization if users notice inaccuracies at the 

very beginning of testing. It’s important to only release pilots when confident of accuracy 

for given use cases.  

2. Explainability: Negotiations necessitate the ability to back up or justify any 

recommendations with solid data and reasoning. A solution is to embed the chatbot 

within the current dashboards to see the original data next to the queries. Instruction 

tuning can also be used to make the chatbot’s responses document any complex SQL 

language or assumptions made.  

3. Complacency: There is a concern of over-reliance for adopters who use it solely 
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as a substitute for  the current solution. It’s important to encourage validation from 

users during the testing phase and release new use cases one by one only when significant 

accuracy has been reached under various prompts. 4. Contextualization: It’s not always 

clear how to measure the baseline accuracy needed for each context. A strategy to 

address this is to shadow users, follow their process, and document the risk level of 

inaccuracies for each type of use case. This can also help to deploy iterations of the 

model more frequently depending on the risk level. 

Other than these barriers, additional challenges must be overcome before the 

chatbot becomes integral to the company’s procurement operations. These include data 

quality and access issues, API permissions for security, difficulties of latency and 

accuracy when using relational databases for the LLM, engineering a front-end 

application with a user-interface, and the reliability of deployed applications. However, 

the chatbot has significant potential to deliver substantial benefits. This project sets the 

stage for steady, transformative progress in advanced AI and may establish a new 

benchmark for efficiency and innovation in procurement. 
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5 Conclusion 
 
This project tackled the ambitious goal of developing a proof-of-concept generative AI 

model that could bring significant value to our sponsor’s global supply chain 

procurement. In a company that manages multibillion dollars of procurement spend with 

diverse raw materials, multiple business sectors, a global presence of suppliers, and several 

scattered ERP systems, we delivered a functional model to improve efficiency for the 

category management team. 

Our work not only highlights the benefits of applying a generative AI chatbot 

for procurement managers but also summarizes the challenges to be addressed when 

implementing this technology. Overcoming hallucinations is a consistent hurdle for this 

model. Hallucinations carry the threat of returning wrong or unreliable information to 

answer a question, creating problematic outcomes, and breaking the trust of the user. 

We dove into prompt-engineering techniques and highlighted the RAG approach as a 

way of mitigating hallucination issues. Additionally, deep data cleaning and data 

preparation are required to obtain reliable results. 

Our research also calls attention to the need to build a proof-of-concept by focusing 

on specific questions. When building LLM models, it is not possible to answer all types 

of questions at once from the beginning. Our work offered a framework that breaks 

questions into three different types. This helped the construction of a solid working 

LLM model that minimizes hallucinations. 

Additionally, we created a graph knowledge database to answer Type 2 questions. 

This is currently the most modern approach to implementing LLM models given the 

greater capability of contextualizing data that a graph database offers. In future work, 

we recommend comparing relational databases and graph databases to evaluate which 

strategy offers more benefits in terms of speed, accuracy, and tokens required to answer 

specific questions. 
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Generative AI is a transformative technology with the potential to impact virtually 

every industry, including procurement. The influence of these models on the workforce is 

profound, comparable to the Industrial Revolution. By pioneering the implementation of 

generative AI in the challenging environment of procurement, organizations can gain 

significant competitive advantages, particularly in enhancing workforce efficiency. Our 

project demonstrates the potential of these models to democratize data mining 

capabilities, making them accessible to non-technical managers and broadening the 

scope of data-driven decision-making. 
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Appendix A 
 

Table A-1 

Types of Questions 
 

Type 1 

• What is the spend for X subcategory in 2023 by quarter? Show 
the data for the top 3 vendors. 

• For categories X, Y, and Z, what are the good receipts spend by 
category? Show in a graph by category. Compare 2022 to 2023. 

• Who are the top vendors for each category? Are they different 
from 2022 to 2023? How much has the spend increased or 
reduced? 

• Between October 2022 and October 2023, what is the spend by 
vendor for Category X by subcategory? 

• What materials have we purchased in 2023 from a supplier with 
a manufacturing location in Hong Kong? How many in total per 
material? 

• Which FGs have the highest cost, and which have the lowest? 
Which RMs are the largest drivers of FG unit cost? 

Type 2 

• Which material had the largest increase in unit price over the 
last 5 years? 

• Which vendor offers the best prices for Material X? Assume 
price is the only metric.  

• We are expecting all shipments by Supplier A to be delayed. 
Based on their raw materials and the BOM, which FGs will be 
impacted by a delay in RMs, and how much of the total spend 
will be impacted?  

• Which materials are only manufactured in a single country or 
close geographic area? Which are manufactured in diverse 
locations? 

• What is the cost of purchasing the raw materials to make a set 
quantity of a finished good?  

 

Type 3 

• Based on market movement data, how are the prices for 
Material X trending? Are they increasing or decreasing? Is there 
seasonality in the price? 

• Can I reduce a factory’s manufacturing capacity by 5% and still 
meet the demand? 

• Which materials are good candidates for a second supply 
source, due to supply risks? 

• Which vendors are relied upon for supply but have a track 
record of poor OTIF (on time in full)? 

 


