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ABSTRACT

As warehouse operations grow in complexity, many organizations turn to digital twins to increase their performance capabilities. Digital twins are virtual replicas of physical entities and their interactions with one another. The technologies in a digital twin capture real-time data to support improvements and decision making. This project focuses on digital twins as a promising solution for enhancing performance metrics within a warehouse operation, including efficiency, productivity, and scalability, particularly in the picking process. Because order picking is one of the most labor-intensive activities in the warehouse, we examined the feasibility of employing machine learning to forecast labor requirements. To develop a digital twin prototype for the order-picking process, we explored several technologies aimed at improving efficiency and productivity: sensors, automated guided vehicles (AGVs), picking robots, and automated storage and retrieval systems (AS/RS). By conducting stakeholder interviews, process mapping, and gathering data pertaining to historical order demand and daily labor hours, we formulated a workforce forecasting model that harnesses machine learning techniques. Leveraging the forecasting model alongside the recommended technologies will allow the warehouse team to enhance their key performance indicators (KPIs) for efficiency and productivity. This project culminates in a comprehensive roadmap for implementing these solutions, with the potential for scaling this digital twin prototype to other processes and warehouses.
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1 Introduction

1.1 Motivation

In a continuously changing world that is faced with bigger challenges and disruptions every day, tackling the usual business challenges, such as systems complexity, higher customer expectations, and demand and supply imbalance, is not enough. The world of supply chains, logistics, and warehouse operations is having its fair share of increased complexity trying to adjust to the new normal in a post COVID era to be able to achieve the highest service levels, react to raw material and labor shortages, and continue to innovate.

To streamline operations, a lot of warehouse tools and technologies have been developed in the past few decades, i.e., warehouse management systems (WMS), labor management systems (LMS), yard management systems (YMS), transportation management systems (TMS), and enterprise resource planning (ERP) systems. However, using them introduced new complexities to the processes.

Our Sponsoring company has over 150 warehouses across North America, services thousands of customers, and has over 30 years of experience in warehousing and distribution services. Among the services they provide are consolidation, deconsolidation, and fulfillment of goods. Furthermore, they have a global footprint with facilities in numerous regions around the world. The systems mentioned above are working in isolation to perform different tasks in warehouses in different locations, and the company believes that this situation creates inefficiencies. Meanwhile dealing with the vast variety of customers’ applications and number of product stock keeping units (SKUs) leads to reduced efficiencies and productivities, difficulty in coping with periods of increased demand which affects service levels, and a less effective utilization of resources. Therefore, the company is looking for solutions to deal with the increasing systems complexity while maintaining targeted growth.
We looked at different capabilities’ enhancement options, and the concept of digital twins comes to the top of the list. Digital twins are comprised of a blend of technologies and analytical capabilities that gather data in real-time, and they serve as virtual imitations of real objects and their interactions (Tozanli & Saenz, 2022). Managers can make data-driven decisions on improving warehouse operations, as digital twins allow organizations to create custom warehouse models and generate important and useful insights about the operations and performance with real-time data. Development of custom digital twins for an organization with multiple facilities can also be used to replicate the successful model of one facility to other facilities.

1.2 Problem Statement and Research Questions

The digital twin initiative not only aims to unify a variety of different data sources fed by their transactional systems, but also to utilize novel technology (IoT, sensors, warehouse technologies, mobile experiences) to improve business performance and prepare the organization for the future of warehousing. To define the warehouse operations capabilities that can be enhanced by using digital twins we studied a specific facility’s operations. Mapping different processes in that warehouse was a first step toward understanding the possibilities of integrating the different systems. We also identified the technologies that could be added to the existing system to improve performance.

There are three capabilities we will look at in this project. First, efficiency, where we will look at the different operations in the warehouse, and how they can be improved in the different activities performed and the utilization of equipment. Second, productivity, as the higher the throughput of the activities the better service level can be provided. Finally, scalability, as this is an initiative that will be applied on a smaller scale, and the company would want to replicate it in other locations or activities.

To study these capabilities and the possibilities of enhancing them we will need to get data from the existing systems. Gathering existing real-time data from the different systems is a key challenge, as the
systems are not linked, data is not unified, and each system controls a specific type of operation. The type of data is also another challenge for this project since every system measures different outputs in the operation cycle.

One of the main areas where we believe a digital twin can yield promising results is the picking process and workforce forecasting within that process. In a warehouse operation where the workforce varies depending on customer’s inbound shipments and consumers’ outbound orders, the workforce distribution and forecasting it is a major issue that affects the operational teams and processes. Considering that warehouses rely on temporary workers to give the warehouse team the flexibility to scale up or down, depending on the demand periods, an improvement on efficiency and productivity with the possibility of predicting the workforce will be highly useful to the operation. The technologies associated with a digital twin, coupled with a machine learning workforce forecasting model, that leverages on the information from the operation and the sensors that are included in the technologies can help the warehouse team to handle periods of increased demand effectively, and prepare for periods of low demand properly.

To implement a digital twin, we need to gather data from the different systems, and that is going to be one of the main challenges for such a project. Data gathering requires significant manual downloading of big data sets with different formats from multiple systems; given the various customers and stock keeping units (SKUs) within the facility, warehouse operations systems complexity, and different Key Performance Indicator (KPI) measurement techniques, this task can be time consuming and incredibly challenging. Then the data will be cleaned and uploaded to a common platform for further analysis.

In this context, the questions to be answered in this project include:

1. How can digital twins be used in warehouse picking process and help enhance capabilities like efficiency, productivity, and scalability?
2. What technology is useful in pursuit of the goal of digital twins for this project?

3. How can we forecast (dependent on data quality) workforce requirements for the picking process in a warehouse using a digital twin?

4. What are the implementation phases for a digital twin solution, its challenges, and potential values?

1.3 **Scope: Project Goals and Expected Outcomes**

This project aims to pair up technologies with the concept of the warehouse digital twins through 1) identifying key technologies to be used in the twin; and 2) assessing digital twin interactions by measuring the capabilities, in terms of efficiency, productivity and scalability. To be more specific, we will be looking into capturing data by technologies implemented in the physical warehouse, building and validating models, and monitoring performance. Warehouse workforce forecasting is one of the key assessment components as it’s one of the major pain points for the warehouse operations.

The plan of work of this project covers the following:

1. Interview stakeholders and visit the facility.

2. Map the picking process within the warehouse and understand the systems connected to it.
   - Map the As-Is state for the current process.

3. Gather, clean, and analyze the data from the customer and the different systems involved in the process.
   - Statistics analysis and gaps identification.

4. Explore technologies for warehouse capabilities improvements.

5. Build a model for workforce prediction.

6. Create a framework that will assist in the implementation.
7. Visualize performance capabilities, efficiency, productivity, and scalability, through an actionable dashboard to make decisions.

8. Include a roadmap for technologies implementation.

A digital twin model connecting all the relevant systems together will help test the performance enhancing initiatives and will allow the company to be more proactive and enhance its visibility on the operations once implemented. Additionally, the organization will be able to improve service levels and customers satisfaction by making data-driven decisions, reducing the time it takes to target new opportunities and onboard these customers once they have won their business.

2 State of the Art

The two key purposes of this project, as mentioned above, are (1) recommending beneficial warehouse digital twin technologies and (2) forecasting the warehouse picking process workforce requirements through a digital twin. We reviewed literature in several areas. Main topics include digital twins in warehouse applications, enabling technologies for digital twins’ implementation, warehouse digital transformation frameworks, and warehouse workforce forecasting methods.

2.1 Digital Twins

A digital twin is a digital representation of a physical asset or system composed of multiple models that change and evolve concurrently with their physical counterparts throughout their lifecycle. Vrabič et al. (2018) explain that these models are integrated through a common model space, which serves as a connection between the digital twin and the physical asset, facilitating the study of complex behaviors. Jones et al. (2020) define a digital twin as a concept encompassing a physical entity, a virtual counterpart, and data connections between the two, which are utilized to enhance the performance of physical entities
through the application of computational techniques. It is essential to establish a common understanding of a digital twin before progressing further in the project. Tozanli and Saenz (2022) describe digital twins as virtual replicas of physical entities, such as cities, warehouses, environments, products, and systems, including their interactions.

Digital twins can be employed to improve various logistics systems, including warehouses and last-mile delivery networks. Gerlach et al. (2021) highlight that digital twins offer a comprehensive, real-time view of the system, enabling the implementation of system controls and optimization of processes, leading to increased efficiency. Furthermore, digital twins facilitate simulations of different scenarios to determine the most favorable outcomes based on actual data concerning processes and assets.

Digital twins provide a valuable instrument for enhancing logistics systems by offering a comprehensive view of the system in real-time, allowing for system controls to be implemented and process optimization to occur, resulting in increased efficiencies.

2.2 Process Mapping

To understand the warehouse operations and the flow of operations, we conducted a series of interviews with the warehouse operations team. The interviews focused on getting a complete picture of when material arrives at the warehouse in containers until it leaves for its final destination on trucks. The activities covered in these interviews can be summarized in the list below: 1) Receiving; 2) Storing; 3) inventory Replenishment of the conveyer belts & picking; 4) Packing; 5) Consolidating; 6) Shipping, as shown in Figure 1.
After several interviews and a site visit, it became clear that the replenishment and picking operation should be the focus of our work. This process involves significant manual labor, from the moment sales orders are received in the Warehouse Management System (WMS) until the SKUs/orders reach the packing stage. The warehouse operations team confirmed their interest in seeing increased efficiency and productivity improvements in this area, as it is the main contributor to the workload and workforce forecasting challenges. Consequently, mapping the picking process was the next logical step.

### 2.3 Digital Twin Framework

Digital twins are being integrated into various industries such as industrial production, medical, smart cities, aerospace, and commercial sectors, and are expected to continue rapid development (Guo & Lv, 2022). Our research on digital twins in warehouses reveals their applications in optimizing layouts, simulating, and testing equipment, predicting maintenance needs, improving inventory management, and optimizing material flows. Ferrari et al (2022) propose a digital twin implementation for an automated storage and retrieval system (AS/RS) in warehousing to enhance automation and digitization advantages in logistics processes. However, literature on simulation-based digital twin concepts for automated warehousing is still limited (Ferrari et al, 2022). Staczek et al (2021) highlight the use of digital twins in
testing and improving the design of an autonomous mobile robot (AMR) for intralogistics tasks in challenging production hall environments. The technology proved effective in assessing design assumptions and accelerating the implementation of automated intralogistics systems while reducing costs.

We recognize the need for a structured approach to understand digital twins and their applications in the selected picking process in warehouse operations. Smart warehousing frameworks and technology radar are effective methods for our purpose, which we will discuss in more detail in sections 2.3.1 and 2.3.2.

2.3.1 Smart Warehousing

The evolution of technology has revolutionized the way modern warehouses operate. The emergence of advanced digital technologies and automation has facilitated the integration of efficient and effective systems into warehouse operations. As such, there has been a growing interest in developing a smart warehousing framework that leverages technologies such as digital twins, the Internet of Things (IoT), artificial intelligence (AI), and robotics to optimize warehouse operations. This framework comprises four layers: Sensing, Analyzing, Acting, and Learning (Zhao et al., 2021).

Zhao et al. (2021) explore the application of smart warehousing technologies such as IoT, digital twins, and robotics to improve efficiency, accuracy, and safety in warehouse operations. The technologies enable real-time monitoring, tracking, and data analytics to support better decision-making and overall warehouse management. Similarly, Tekinerdogan et al. (2021) discuss the concept of smart warehousing, which aims to increase service quality, productivity, and efficiency while minimizing costs and failures. Tang et al. (2022) propose a digital twin framework integrating smart warehouse and manufacturing management with the roulette genetic algorithm for demand forecasting in cyclical industries. The proposed framework is demonstrated through a case study of a small-scale textile company, highlighting the importance of inventory optimization in the cyclical industry. Broo et al. (2022) discuss the need to
transform passive infrastructure assets into data-centric systems of systems through digital twin technology. They provide literature review of digital twin architecture and a case study of a digital twin implementation in smart infrastructure, highlighting the importance of acquiring a systems perspective, data and information management, and multidisciplinary aspects in digital twin design and implementation. Winkelhaus and Grosse (2022) focus on the role of technology in modern warehouses and identified enabling technologies that categorize into two types: automation technology and digitization technology. They also categorized the key technologies considering the operational process and management purposes, which provides guidance to enabling warehousing technologies such as RFID, smart lighting, blockchain, wearables, automated guided vehicles (AGVs), autonomous robots, drones, etc. Furthermore, the authors examined the impacts of increased digitalization on human factors from a sociotechnical perspective.

The research reveals the importance of technology in optimizing warehouse operations. It highlights the need to leverage advanced digital technologies and automation to increase efficiency, productivity, and safety while minimizing costs and failures. The categorization of enabling technologies according to operational process and management purposes provides guidance in selecting the appropriate technologies for warehouse management. Therefore, the literature provides a useful framework for assessing and implementing smart warehousing technologies in warehouse operations.

We have utilized the categorization of enabling technologies by Winkelhaus and Grosse (2022) to conduct a preliminary assessment of the process in the chosen warehouse, and the results are presented in Table 1 below.
There is a wide range of technologies that can be used with varying effects on efficiency and productivity. Therefore, we needed to limit our work on certain areas to provide a more structured approach for this project. Hence, we resorted to process mapping of the warehouse activities to understand where we can focus.
2.3.2 Technology Radar

A technology radar is another useful tool. From general browsing of the internet and some articles from the MIT technology review, we gathered that the concept of technology radar was popularized by thoughtworks, a global software consultancy company. Thoughtworks started publishing their technology radar report in 2010, which serves as a regularly updated guide for businesses and technology leaders to make informed decisions about evolving and emerging technologies (Mugrage, 2022).

The thoughtworks Technology Radar is created by a group of senior technologists from the company, who gather inputs from their experiences, clients, and industry trends. The radar categorizes technologies into four groups: Techniques, Platforms, Tools, and Languages & Frameworks. Additionally, it places each technology into one of four rings that represent different levels of adoption recommendation: Adopt, Trial, Assess, and Hold (Mugrage, 2022). A simplified template has been built as per below Figure 2.

Note: an adapted version of Technology Radar by Thoughtworks
The technology radar framework provides a guide for analyzing and evaluating different technology trends across four different categories (Smith, 2018):

1. Emerging Technologies: These are new and innovative technologies that are not yet fully developed or tested but have the potential to significantly impact the market.
2. High-Potential Technologies: These are technologies that have shown promise and are worth monitoring, but they may not yet be ready for widespread adoption.
3. Mature Technologies: These are established technologies that are widely used and have proven their value in the market.
4. Declining Technologies: These are technologies that are becoming obsolete or losing market share.

From a general approach, Nguyen et al. (2023) identify four key themes that define the most important emerging technologies for technology providers in 2023. These themes are the smart world, productivity revolution, transparency and privacy, and critical enablers. The report highlights specific emerging technologies within each theme, such as digital humans and the metaverse in the smart world, edge AI and synthetic data in the productivity revolution, digital ethics and responsible AI in transparency and privacy, and foundation models and neuromorphic computing in critical enablers.

The report provides recommendations for product leaders to capitalize on these emerging technologies, including investing in smart world foundations, exploring new tools to increase the value of AI applications, proactively investing in technologies that promote transparency and privacy, and assessing the impact of critical enablers on their product or service offerings (Nguyen et al. 2022).

Overall, the technology radar is a useful tool for organizations to stay up to date on emerging technologies and trends in the IT industry. By categorizing technologies into different categories and themes, it helps businesses to prioritize their investments in technology and stay ahead of the curve in a rapidly changing
industry. The recommendations provided in the report can help product leaders make informed decisions about their technology investments and capitalize on market opportunities.

Below Figure 3 is the latest impact radar from Emerging Tech Impact Radar: 2023.

![Figure 3: Emerging Tech Impact Radar: 2023]


### 2.4 Warehouse Picking Process Technologies for Digital Twins

The picking process due to its manual nature and its involvement of multiple movements is one of the most labor-intensive processes. Therefore, if designed in an efficient way and adopted technology and automation, it could significantly improve productivity (Dallari et al., 2008). The picking process in the warehouse being studied in this project is done in a completely manual way. There are many technologies in the market today that can be used with varying levels of automation, cost, and productivity improvement levels. However, our focus will be on autonomous guided vehicles (AGVs), picking robots, and automated storage and retrieval systems (AS/RS), as we believe they can affect enhance performance
in a better way for this warehouse. These three technologies are primarily focused on enhancing the picking process productivity and efficiency. They also vary in their complexity of adoption and cost, with AGVs being the simplest and lowest in cost and AS/RS being the most complex and highest in cost. In addition to improving the picking process they will have a positive influence on the other activities in the warehouse, as they will be able to generate valuable data through their sensors while operating which can be used to improve the overall flow in the warehouse.

2.4.1 AGVs

Automated Guided Vehicles (AGVs) have become a popular technology in the supply chain network due to their ability to provide high accuracy, efficiency, and sustainable solutions. One important aspect of their implementation is their impact on warehousing design and day-to-day operations. One potential application of AGVs is in the replenishment process, which is currently done manually using forklifts. This process is heavily dependent on the forklift driver’s capabilities and can lead to safety issues during peak times. AGVs, on the other hand, can be integrated with the warehouse management system (WMS) to ensure a continuous supply to the pickers’ storage zones in real-time. They can also communicate with each other to avoid congestion or collisions and always ensure the use of the most optimized routes for the replenishment process (Cupek et al., 2020).

The replenishment is done through forklifts that require a driver and instructions to go pick up the SKUs from the shelves and put them in the picking zones close to the conveyors for the pickers to pick them when needed. The WMS checks if there is enough inventory next to the pickers and sends the instructions to replenish these shelves in case there is not. This manual process of replenishment is heavily dependent on the forklift drivers’ capabilities, correct identification of needed items, and productivity. It could also lead to safety issues at peak times if the routes are not coordinated properly, whether it being congestion in heavily demanded zones that could delay the process, collisions in case of human error, or bad practices
when reaching for items stored at higher levels on the shelves. AGVs that are connected to the network and the WMS will have the information in real-time. They will get their assigned routes and they can communicate with one another to avoid congestions or collisions. In addition to that they can ensure a continuous supply to the picker’s storage zones (Cupek et al., 2020). The integration of AGVs with humans in a warehouse can lead to reduction of transportation time inside the facility and by its connectivity to the network they can always ensure the use of the most optimized routes to do the replenishment process (Yao et al., 2018).

AGVs have become increasingly popular in warehouse operations due to their ability to increase efficiency, reduce labor costs, and enhance safety. In this section, we will delve into the benefits of AGVs, the different types of AGVs, and the priority choices for the picking process.

Some benefits of AGVs and how it can enhance workload forecasting (Kumar et al., 2015), are as follows:

1. Increased efficiency: AGVs can work continuously without breaks, allowing for a more streamlined and efficient warehouse operation. They are also able to move at precise speeds, optimizing travel times and reducing idle times. This can result in significant productivity gains for the warehouse.

2. Reduced labor costs: AGVs can take over manual tasks, reducing the need for human intervention and associated labor costs. By automating repetitive tasks, AGVs can free up the workforce for more value-added tasks, leading to better overall workforce utilization.

3. Enhanced safety: Equipped with sensors such as laser scanners and cameras, AGVs can navigate the warehouse environment while avoiding collisions and minimizing the risk of accidents. This not only protects warehouse workers but also reduces the potential for damage to goods and infrastructure.

4. Improved inventory management: AGVs can help maintain accurate stock levels by scanning barcodes or QR codes and updating the inventory system. This real-time tracking of inventory
levels allows for better demand forecasting and reduces the likelihood of stockouts or overstock situations.

5. Optimized replenishment: AGVs can move goods from storage areas to picking locations, ensuring items are readily available for order fulfillment. This facilitates faster order processing and improves customer satisfaction.

Various types of AGVs cater to different needs within warehouse operations (Moshayedi et al., 2019). Moshayedi et al. highlight some of the common types:

1. Tugger AGVs: Tugger AGVs are designed to tow multiple carts or trailers in a train, making them ideal for high-volume material transport. They are commonly used in manufacturing and distribution centers.

2. Pallet AGVs: Pallet AGVs are designed to transport individual pallets, allowing for precise and accurate placement. They are commonly used in warehouses, distribution centers, and manufacturing plants.

3. Unit-load AGVs: Unit-load AGVs are designed to handle large and bulky materials, such as heavy machinery or large crates. They are commonly used in manufacturing and distribution centers.

4. Forklift AGVs: Forklift AGVs are designed to mimic the operation of a human-operated forklift, allowing them to lift and transport heavy loads. They are commonly used in manufacturing and distribution centers.

2.4.2 Picking Robots

After the material is replenished and placed on the smaller shelves next to the picker zones and the conveyor built, the pickers will have to take their orders information and walk through their assigned zones to pick the items in their orders one by one. This process involves the pickers walking back and forth
within the zone and picking the items by hand or a cart. This is highly dependent on the picker’s ability to memorize their items’ locations to choose the most efficient route and how much they can carry or push in the cart. In addition to that, when the picker has many items, they resort to scanning them and updating their location when they go back to the conveyor built to place them in their respective boxes, which results in a delay in updating inventory location. A picking robot or a collaborative order picking robot (cobot) can increase the efficiency and productivity of the process by assisting humans in this process. The cobot will have the items information from the network and will have the ability to choose the best route and sequence to pick the items (Lambrechts et al., 2021). These robots can detect the humans around them and navigate through the route without affecting them. They are also able to provide better results when the items are heavier and reduce the risk of accidents in the workplace (Tutam, 2021). Additionally, they can continuously move with new orders information, which can shift the focus on the humans on the items’ placements on the conveyor for orders fulfillment (Lambrechts et al., 2021).

Picking robots are the second technology we’d like to recommend. Picking robots are designed to automate the picking process by identifying and selecting items from warehouse shelves. By using sensors such as cameras and grippers, picking robots can capture data on product dimensions, weight, and location. This data can be used to optimize picking routes, reduce picking time, and prevent product damage. All in all, they are able to automate the picking process and improve overall efficiency. In this discussion, we will explore the benefits of picking robots, the different types available, and the priority choices for the picking process.

Some benefits of picking robots are as per below (Tutam, 2021):

1. Optimized picking routes: Picking robots use captured data to optimize routes, reducing picking time and increasing overall efficiency.
2. Reduced product damage: By using sensors and grippers, picking robots can handle items carefully, minimizing the risk of product damage.

3. Improved workforce productivity: Picking robots can take over repetitive tasks, freeing up the workforce for more value-added activities.

4. Enhanced accuracy: Picking robots can significantly reduce picking errors, leading to improved order fulfillment and customer satisfaction.

Some different Types of Picking Robots (Bormann et al., 2019):

1. Robotic Arm Pickers: These versatile robots are equipped with multi-axis robotic arms that can reach, grasp, and manipulate items with precision. With advanced gripping technologies and sensors, robotic arm pickers can adapt to different item shapes, sizes, and weights, making them suitable for a wide range of warehouse operations.

2. Piece Picking Robots: Designed specifically for handling individual items, these robots often employ a combination of computer vision, artificial intelligence, and advanced gripping mechanisms. They can identify and pick items from shelves with high accuracy, making them ideal for order fulfillment in warehouses with diverse product assortments.

3. Carton Picking Robots: Specializing in handling cartons or boxes, these robots typically use vacuum grippers or mechanical clamps to securely pick and move packaged goods. Carton picking robots can be employed in warehouses that deal with high volumes of boxed items, such as e-commerce fulfillment centers.

4. Collaborative Robots (Cobots): Designed to work alongside human operators, Cobots use advanced sensors and safety features to ensure that they can operate in close proximity to workers without posing a risk. Cobots can be used for tasks such as picking, packing, or sorting, and they can enhance human productivity by taking over repetitive or physically demanding tasks.
2.4.3 Automated Storage and Retrieval Systems (AS/RS)

Automated storage and retrieval systems (AS/RS), are systems that use a combination of equipment and controls to automatically handle, store, and retrieve materials such as components, tools, raw materials, and subassemblies with high speed and precision. They are commonly used in industrial settings to efficiently manage products and make the most of time, space, and equipment (Manzini et al., 2006).

AS/RS technologies typically utilize automated machines that move vertically through one or multiple storage levels to handle and store items. These technologies promote efficiency in space utilization, increase storage capacities, and aid in long-term planning. They can enhance inventory management and control processes, providing a flexible system that quickly locates, stores, and retrieves materials or products. The real-time information provided by these systems reduces inventory shortages and improves the rotation of stored items. They also offer versatility in storage design and can easily integrate with other inventory management technologies, such as automated guided vehicles. Additionally, they help minimize costs by reducing energy and heating expenses and limiting waste through automation (Kahraman et al., 2020).

AS/RS is the third technology recommendation. It’s more expensive and might take longer time to achieve return on investment. The benefits of AS/RS, the various types available, and the priority choices for the picking process are presented as per below.

Some benefits of AS/RS are (Kahraman et al., 2020):

1. Optimized storage locations: AS/RS can analyze captured data to identify optimal storage locations, leading to more efficient use of warehouse space.
2. Reduced storage space requirements: By utilizing high-density storage solutions, AS/RS can significantly decrease the overall space required for storage.
3. Enhanced inventory control: AS/RS enables real-time monitoring of product location, quantity, and movement, ensuring accurate inventory management.

4. Increased productivity: Automating storage and retrieval processes reduces manual labor, allowing staff to focus on more value-added tasks.

5. Improved safety: By minimizing human intervention in storage and retrieval processes, AS/RS can help reduce workplace accidents.

Introducing some AS/RS types:

1. Unit Load AS/RS: These systems are designed to handle heavy and bulky loads such as pallets or large containers. They typically use a crane or similar mechanism to move items vertically and horizontally within the storage area. The crane is guided by a computerized control system, which ensures precise positioning of the items and maximizes storage density. Unit Load AS/RS can handle various load sizes and can be customized to accommodate specific warehouse requirements, making them suitable for a wide range of applications.

2. Mini Load AS/RS: Mini Load AS/RS are designed for managing smaller items or loads. They operate similarly to Unit Load AS/RS but are tailored to handle lighter items efficiently and accurately. These systems often use a combination of conveyor systems, robotic arms, and shuttle devices to transport and store items. Mini Load AS/RS are ideal for situations where a large number of small items need to be stored and retrieved quickly, such as in e-commerce fulfillment centers or parts distribution warehouses.

3. Vertical Lift Modules (VLMs): VLMs are enclosed storage systems that consist of two parallel columns of trays or shelves, with an automated lift mechanism in the center. The lift moves vertically to access the stored items and can bring them to an ergonomic workstation for retrieval. VLMs are designed to maximize vertical space usage while providing quick access to stored items.
They are particularly useful for storing small parts or items with a high turnover rate and can be easily integrated into existing warehouse workflows.

4. Horizontal and Vertical Carousels: Carousels are rotating storage systems that provide fast and efficient storage and retrieval of items. Horizontal Carousels consist of a series of bins or shelves mounted on an oval track, while Vertical Carousels consist of trays or shelves mounted on a vertical loop. Both types are motorized and can be operated using a computerized control system, allowing for quick access to stored items. Carousels are ideal for high turnover items or applications where the rapid retrieval of items is critical.

2.5 Predictive Analytics

2.5.1 Workforce Forecasting Through Digital Twins

Digital twin technology has emerged as a valuable tool in optimizing warehouse operations by leveraging real-time data to simulate and monitor warehouse processes. In section 2.4, we explored various enabling technologies for smart warehousing, including digital twins, and their application in improving efficiency, productivity, accuracy, and safety in warehouse operations. However, as the adoption of digital twin technology increases, it is essential to understand its impact on the workforce in warehouses. In this section, we will explore different warehouse workforce forecasting models, and further discuss the significance of warehouse workforce forecasting in digital twin implementation, highlighting the potential benefits and challenges in enhancing workforce productivity and job satisfaction while minimizing risks associated with automation and digitalization. By understanding the role of digital twins in warehouse operations and its impact on the workforce, we can develop strategies to effectively integrate this technology and optimize warehouse operations for maximum efficiency and effectiveness.
Workforce planning is one of the most important issues to resolve for the warehouse operations teams and its management. The warehouse suffers from the usual challenges in operation, like fluctuating demand causing sudden labor requirements to go up or down. In addition to that, there are other factors, such as location of the facility, as it is far away from other warehouses. This makes personnel sharing with other facilities impractical. Furthermore, new staff training and skilled staff loss are two other contributors. Skilled staff might be lost due to sudden low demand over a certain period, and new staff training normally requires several weeks (Van Gils et al., 2016).

The real underlying challenge is maintaining a certain level of expertise in each picking zone, and with good tactical forecasting of demand. Over forecasting of labor requirements in the warehouse will cause dramatically increased cost. On the other hand, under forecasting leads to reduced service levels as it leads to delays in orders.

Most literature on warehouse workforce forecast assume the sales orders are known, such as: (Van Gils et al. (2016) and Ho et al. (2022). This will be the same case in our study, as the customer, in our case, provides the sales forecasting which sets the expectations and can be used to measure service levels. Later in the modelling part, we intend to analyze the correlations between (1) daily sales data, in terms of historical actual demand and future forecast received from customer and (2) daily number of hours spent on the picking process in the warehouse.

We looked at different predictive modeling methods to be explored and we will go into details into a couple of them that are relevant for our project, time series forecasting, and machine learning.

2.5.2 Time Series Forecasting

Time series forecasting is a significant forecasting technique where a variable's past observations and a random error factor are used to predict it. It identifies historical trends and patterns and predicts future trends. Literature widely discusses exponential smoothing and seasonal autoregressive integrated moving
average models (SARIMA) models. Time series forecasting is widely applied beyond warehousing, e.g., in water and energy consumption. There are various time series forecasting methods that differ in how they handle trends and seasonal patterns. These methods include the Naive method, moving average, exponential smoothing, SARIMA, and composite forecasting (CF), which combines other models (Van Gils et al., 2016). Taking the information of demand for past periods and workforce figures will allow us to use time series to build a model that can help predict future workforce requirements.

Van Gils et al. (2016) show in their study real cases where time series forecasting yielded positive results in improving workforce forecasting in the picking process. The study's results indicate that some of the forecasting models outperformed the baseline, which were the supervisor's non-statistical predictions. In warehouses, order picking zones are created to improve order picking efficiency, and order picker planning is done at the zone level. Hence, order forecasting needs to be broken down. A bottom-up forecasting approach generates more precise forecasts, unlike a top-down approach. The CF and exponential smoothing models have been shown to be particularly effective in forecasting orders at the zone level.

### 2.5.3 Machine Learning

Machine learning (ML), a subfield of Artificial Intelligence concerned with developing algorithms that can learn from data. This includes pattern recognition and computational learning theory. ML is widely used in supply chain management applications across different industries and in different areas, such as supplier selection, supplier segmentation, demand estimation, inventory management, and warehouse operations. ML techniques include inductive learning, artificial neural networks, case-based reasoning, support vector machines, and reinforcement learning. There are two main types of ML learning: supervised, where the data is structured and labeled, and unsupervised, where the data is unlabeled and used to find patterns. There are many ML algorithms, including Neural Networks, Support Vector
Machines, Regression, Decision Trees, Random Forests, Association Rule Learning, classifiers, and k-means algorithms (Ghaouta et al., 2021). The use of ML can be convenient when it comes to big data, and when it has several sources. The computer assisted model generated by using ML techniques will be data driven and fully automated, which can generate great efficiency in adjusting the workforce forecasting (Faloutsos et al., 2018).

A case study that trains machine learning models to predict the workload of a picking process in a warehouse uses a decision tree classifier to evaluate the significance of input variables. The results indicate that the volume, weight, popularity, and seasonality of SKUs play a crucial role in making accurate predictions (Ghaouta et al., 2021).

## 3 Data and Methodology

In this chapter we describe the steps that we took to tackle the workforce forecasting problem, along with the three technologies that we need to implement to achieve an improvement in the operational capabilities of efficiency, productivity, and scalability. In addition to that in Figure 5 we show the framework for the project and overview of the steps that we took. At the end of the chapter, we present the digital twin layers that tie together the workforce forecasting model with the technologies.
3.1 Stakeholders Interviews

To understand the warehouse processes and the flow of operations, we conducted a series of interviews with the warehouse operations team. The interviews focused on getting a complete picture, starting from when material arrives to the warehouse in containers until it leaves to its final destination on trucks. The activities covered in these interviews can be summarized in the list below:
1. Receiving
2. Storing inventory
3. Replenishment of the conveyor belts & picking
4. Packing
5. Consolidating
6. Shipping

The interviews revealed that the replenishment and picking operation is where we can focus our work. This process involved a lot of manual work from the moment the sales orders are received into the WMS until the SKUs/orders reach the packing stage. Furthermore, the warehouse operations team confirmed that this is where they would like to see more efficiencies and improvements in productivity, as this is the process that mainly contributes to the workload and workforce forecasting problem.

### 3.2 Process Mapping

In order to have a better understanding of the current conditions of the picking activities, we started with mapping the processes in the warehouse to deepen our understanding and help pinpoint the processes that require our focus. We, once again, resorted to interviews with the operations team of the distribution center to get that understanding. Based on the outcome of these interviews we were able to draw Figure 6 for the picking activities and highlighted the sub-processes that can benefit from digital twin technologies and a predictive forecasting model. Figure 6 shows the As-Is process mapping with the identified sub-processes for improvement. The sub-processes in orange color are the ones that we identified and believed will benefit from a digital twin solution to generate an improvement in efficiency and productivity, as they are done today in a manual manner.
3.3 Data Gathering

Gathering existing real-time data from the different systems is a key challenge, as the systems are not linked, data is not unified, and each system controls a specific type of operation. The type of data is also another challenge for this project since every system measures different outputs in the operation cycle. Besides, we also need to consider the virtual data, as Zhang et al. (2022) suggest, good digital twins’ data should be a combination of data from both the physical world and virtual scenarios. As mentioned before,
for the sake of limiting the scope we will be focusing on the picking related activities to have a specific process where we will be diving in depth into understanding and analyzing it.

Current data acquisition and preparation steps are summarized as per below Table 2

<table>
<thead>
<tr>
<th>Data Gathering &amp; Preparation</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Historical sales data</td>
<td>2021-2022 daily sales</td>
</tr>
<tr>
<td>Labor management system (LMS) data</td>
<td>2021-2022 daily labor hours</td>
</tr>
<tr>
<td>Data preparation</td>
<td>Warehouse team assistance to clean the data</td>
</tr>
</tbody>
</table>

### 3.3.1 Historical Sales Data

The distribution center has one major customer that occupies around 90% of the capacity and workload. Therefore, we focused our data gathering on that customer. The customer of our sponsor company is an American shoe manufacturer that sells their products through different channels. The shoes arrive to the distribution center, then depending on the type of orders they are sent to different locations across the US. The facility handles business to business (B2B) and business to consumer (B2C) orders. B2B orders go to other distribution centers owned by retailers or directly to retailers. B2C orders through different e-commerce platforms, such as Amazon or Zappos, end up going directly to the final consumer.

The customer sends the company’s distribution center a monthly forecast of orders they expect to receive from their B2B and B2C channels. This forecast is fully controlled by the customer, and it only shows a monthly quantity for B2B and B2C, with no weekly or daily split. In a warehouse operation, the forecast of workload and workforce is done on a daily frequency. Therefore, the company’s warehouse operation team had to rely on their experience and historical information to create a forecast for their operational needs, in terms of people and equipment.
For the use of our predictive model, we needed to look at the historical information to understand the behavior. The distribution center team shared with us the actual sales information for 2021 and 2022. The datasets that we received included a lot of information, however, the following features were the ones that were important for our purpose:

A. Customer information
B. Order type
C. Order reception date
D. Order shipment date
E. Quantity

3.3.2 Data from Labor Management System (LMS)

To create a predictive model for workforce forecasting, we needed to study the historical information for daily labor hours. We asked the company for data that matches the time horizon we received for the sales. We received the daily hours punched into the labor management system by each employee, whether it is a permanent employee or a temporary one. As much as the sales information is important, it is going to be used as an input into our model. We assumed that the sales forecast is a feature that the model used to predict the daily hours. The daily hours information is the most crucial for the workforce forecasting model. The data we received included, employees’ daily hours logged into the system for the years 2021 and 2022.

3.3.3 Data Preparation

The warehouse operations team was our focal point to clarify, understand, and help us in the process of cleaning the data. With the help of the team, we were able to simplify the datasets to focus only the data points that are needed for the model and create simplified versions of both the sales data, and the labor
data. As we mentioned in 3.3.1, our model needed specific features for the purpose of the project, which meant that we had to remove all unnecessary features to the analysis.

3.4 Technologies Implementation

Our model has workforce as its target variable and primarily considers sales orders as a feature. A comprehensive workforce forecasting model usually considers a range of factors to address efficiency, productivity, and external variables that may impact workforce requirements.

Some of these key factors include staff turnover rates, which can help predict fluctuations in workforce size; employee skill levels, which affect overall performance and productivity; historical data on employees’ skills, which provides insights into potential skill gaps or surpluses; and business objectives such as the company’s growth plans, which can influence workforce expansion or contraction. Additionally, the model should consider factors like product and service offerings, as well as potential market developments that may impact staffing needs.

By integrating these diverse data points into the model, it becomes more responsive to the intricacies of the workforce and the ever-changing business environment. This in turn leads to more accurate workforce forecasting, enabling better resource allocation, and facilitating more informed decision-making for warehouse managers and other key stakeholders.

To restate the digital twin concept for our project, it involves creating virtual replicas of the warehouse and all associated activities. This encompasses the integration of current and future technologies, real-time data collection from IoT devices, sensors, and software systems like WMS and LMS. Data analytics serve to provide valuable business insights.

As time progresses, continuous data collection feeds into various models, such as the workforce forecasting model in this case. The model learns from the newly acquired information, interacts with both
humans and other IoT devices, and strives to continuously improve forecast accuracy. This, in turn, supports warehouse managers in making informed decisions.

By leveraging the digital twin, the warehouse environment becomes more dynamic and adaptive, enabling better management of resources, optimization of processes, and anticipation of potential challenges. Additionally, it provides a platform for testing and validating new strategies and solutions before implementation, reducing risks, and enhancing overall operational efficiency.

The use of sensors is one of the most effective ways to capture different types of data that can improve warehouse workload forecasting models. Sensors can be integrated with various warehouse technologies to provide accurate and reliable data on different aspects of warehouse operations. Below identified technologies are all incorporated with sensors.

### 3.4.1 Sensors

Sensors play a crucial role in modern warehouse technologies, as they capture data that can be used to optimize operations and increase efficiency. Some common sensors used in the warehouse industry that we found through searching different technology providers:
Widely Used Sensor Types in the Industry

<table>
<thead>
<tr>
<th>Sensor Type</th>
<th>Functionality</th>
<th>Application</th>
<th>Enhanced Capability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barcode Scanners</td>
<td>Read barcodes on products or packages to identify, track, and record their movement within the warehouse</td>
<td>AGVs, Picking Robots, AS/RS</td>
<td>Efficiency, Productivity</td>
</tr>
<tr>
<td>RFID Readers</td>
<td>Use radio waves to communicate with RFID tags attached to products, pallets, or containers</td>
<td>AS/RS</td>
<td>Productivity</td>
</tr>
<tr>
<td>Laser Scanners</td>
<td>Emit laser beams to measure distances and create maps of the warehouse environment</td>
<td>AGVs, Picking Robots</td>
<td>Efficiency, Productivity</td>
</tr>
<tr>
<td>Cameras</td>
<td>Capture visual data to monitor warehouse activities, identify products, and track their movement</td>
<td>AGVs, Picking Robots</td>
<td>Efficiency, Productivity</td>
</tr>
<tr>
<td>Ultrasonic Sensors</td>
<td>Measure distances by emitting sound waves and detecting the time it takes for the echo to return</td>
<td>AGVs, Picking Robots</td>
<td>Efficiency, Productivity</td>
</tr>
<tr>
<td>Inertial Measurement Units (IMUs)</td>
<td>Consist of accelerometers and gyroscopes that measure acceleration and rotation rates</td>
<td>AGVs, Picking Robots</td>
<td>Efficiency, Productivity</td>
</tr>
<tr>
<td>Force/Torque Sensors</td>
<td>Measure the force or torque applied to an object, enabling robots to handle items with appropriate force and prevent damage</td>
<td>Picking Robots</td>
<td>Productivity</td>
</tr>
<tr>
<td>Load Cells</td>
<td>Measure weight or force</td>
<td>AGVs, Picking Robots, AS/RS</td>
<td>Efficiency, Productivity</td>
</tr>
</tbody>
</table>

These sensors are mature and widely used in various warehouse technologies, providing critical data for efficient and optimized operations in AS/RS systems, AGVs, and picking robots. By integrating data from these sensors with warehouse management systems, warehouse operators can improve inventory management, optimize routing and storage, and enhance overall operational efficiency.

3.4.2 Data Integration from Different Sensors and Systems

Data integration is a crucial aspect of data collection within a warehouse and plays a significant role in building warehouse workload forecast models. Data integration involves combining data from multiple sources to generate more comprehensive and accurate information, which can lead to better decision-making and improved warehouse operations. From our work with the company’s warehouse, we see the importance of data integration in the following avenues that are presented in Table 4.
Table 4
Data Integration Benefits, How It Works & Results

<table>
<thead>
<tr>
<th>Data Integration Benefit</th>
<th>How It Works</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enhanced accuracy and reliability</td>
<td>Helps to minimize errors and inconsistencies resulting from individual data sources by combining and cross-referencing information from multiple sensors and systems</td>
<td>More reliable and accurate data, which is essential for building robust workload forecast models</td>
</tr>
<tr>
<td>Comprehensive view of warehouse operations</td>
<td>Merges data from various sources, such as WMS, LMS, and sensor technologies, data integration provides a more holistic view of the warehouse operations</td>
<td>Enables decision-makers to identify trends, patterns, and potential bottlenecks, thus facilitating better workload forecasting and resource allocation</td>
</tr>
<tr>
<td>Real-time decision-making</td>
<td>Allows for real-time data processing and analysis, which is crucial for making timely decisions in a dynamic warehouse environment</td>
<td>Enables warehouse managers to quickly respond to changing conditions and optimize resources, accordingly, leading to more efficient operations and better forecasting</td>
</tr>
<tr>
<td>Improved scalability</td>
<td>Enables warehouse managers to easily incorporate new data sources, sensors, or technologies into the existing infrastructure</td>
<td>Can handle larger data sets more effectively, ensuring that workload forecasting models remain relevant and useful even as the warehouse expands</td>
</tr>
<tr>
<td>Enhanced adaptability</td>
<td>Enables warehouse managers to easily incorporate new data sources, sensors, or technologies into the existing infrastructure</td>
<td>Keep up with technological advancements and ensuring that workload forecasting models are up-to-date and accurate</td>
</tr>
<tr>
<td>Cost savings</td>
<td>Helps warehouse managers optimize labor and equipment utilization by providing more accurate and reliable workload forecasts</td>
<td>Reduce operational costs and increasing overall efficiency</td>
</tr>
</tbody>
</table>

3.5 Data Analysis

Building on the technologies that can be integrated into the warehouse, another piece of the puzzle is the predictive model that can use the data generated by the technologies, as well as demand and labor information from the past to forecast the future. Before being able to forecast we needed to analyze the data provided by the warehouse team.

We started gathering the data and cleaning it, then we moved to taking a closer look to understand the different elements that could affect workforce variability. Looking at the history allowed us to see the trends and seasonality elements that affect the forecast.

3.5.1 Demand and Hours of Labor Investigation

We started our analysis by diving deeper into the historical demand and the daily hours and plotting them. To do that we needed to group the orders by day to see total order quantities received on a specific day (Drop Date column) and plotted them over the span of the 2 years being analyzed, as shown in Figure 7. We also followed the same methodology for the daily hours. We grouped the total hours on a certain day from all the employees, as shown in Figure 8. The plots for these 2 variables showed us that there are
days with very low hours and orders, and in some cases zero hours and orders. The data led to the conclusion that there are days where the distribution center had low operations or no operation at all.

Furthermore, Figures 7 & 8 showed some high peaks in operations that needed to be investigated further. The peaks of daily labor hours were consistent with the periods of high demand. We needed to understand these peaks, as they affect the workforce forecasting dramatically.

Next, we obtained some statistics on the demand data and the orders behavior. Understanding the time window between orders reception to orders shipment and their quantities can help in segmenting the
data in the right way to study its behavior. From the numbers shown in Table 5 we noticed that the median of the quantity of orders is 1 pair, and the median for the time window from order reception to order shipment is 3 days. The information led us to believe that the segregation of B2C and B2B orders could help us explain some of these peaks. The company confirmed that for B2C they have a strict KPI of 3 days from the day the order is received until it is shipped, which that matched this statistical data.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>count</th>
<th>mean</th>
<th>std</th>
<th>min</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantity</td>
<td>8,033,627</td>
<td>2.2</td>
<td>3.2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>98</td>
</tr>
<tr>
<td>Order to Customer Duration</td>
<td>8,033,627</td>
<td>6 days</td>
<td>9 days</td>
<td>0 days</td>
<td>1 days</td>
<td>3 days</td>
<td>8 days</td>
<td>168 days</td>
</tr>
</tbody>
</table>

From Table 5 statistics it was obvious that B2B orders had a longer time window from the day the order is received until it is shipped, as B2B orders were mostly going to other distribution centers for retailers and their quantities were much bigger than B2C orders.

### 3.5.2 Trend and Seasonality Investigation

To go further into the details, we needed to plot the trend and seasonality of the demand and hours of labor. However, before doing so, we decided to add a feature for holidays. This feature is added to the total orders and total hours by day to see if the peaks of demand and hours can be explained by the holiday effect. Most retailers launch big sale campaigns before certain holidays, such as Black Friday and Christmas. The holidays feature was added in the forecasting methods used.

We continued our work by plotting the seasonality components of both the demand and the hours of labor to see the seasonal patterns and try to understand the behavior from that angle. The periodogram of the orders shows high biweekly frequency and an annual one (see Figure 9).
However, the seasonality plot of the hours showed the same patterns, in addition to a bimonthly pattern, as shown in Figure 10.

### 3.6 Workforce Forecasting Models

Since the problem at hand is to forecast workload/workforce for the warehouse operations with a focus on the picking process, we believe that a predictive model would be the best way to approach it. After looking into the different techniques available today, we investigated time series forecasting and machine learning as discussed in Chapter 2 of State of the Art section 2.5 Predictive Analytics.
3.6.1 Extreme Gradient Boosting (XGBOOST)

The time series model for this project used demand information as an input to predict the hours of labor. Additionally, we used the historical hours of labor information for the model to train and predict, which means that any irregularity in the demand and lack of accuracy in the hours of labor would contribute to a poor model behavior. Therefore, we needed to pay attention to those parameters to get solid prediction results.

We started the modeling process by using a simple Naïve forecast model, as it helped us set a baseline of how our other models should perform. We then moved to using a machine learning model using extreme gradient boosting (XGBOOST). XGBOOST is a popular and effective machine learning algorithm for regression and classification tasks. It is a type of ensemble learning that combines the outputs of multiple weak decision trees to create a stronger, more accurate model. XGBOOST uses gradient boosting, a technique that iteratively trains decision trees on the residuals of the previous iteration, with a focus on reducing the error of the model. XGBOOST is highly scalable, as it can handle large datasets and parallel computation, and is known for its ability to achieve high accuracy and efficiency in various domains such as finance, healthcare, and e-commerce. XGBOOST has become one of the most widely used machine learning libraries due to its accuracy, speed, and flexibility (Chen and Guestrin, 2016).

3.6.2 Fourier Series

After using XGBOOST we wanted to take a step back and look at the data from a different angle. Another method that can help in preprocessing the data is Fourier series, as it can help us identify the patterns and trends in the data. Then we moved to applying Linear Regression and XGBOOST to get better results from the de-seasonalized data.

Fourier series is a mathematical tool that can be used in machine learning time series forecasting to decompose a time series signal into its underlying frequencies and amplitudes (Box & Jenkins, 1976). This
approach can be applied in warehouse operations to predict patterns and trends in inventory levels, demand, and shipping volume. By analyzing the frequency components of a time series, one can predict future values of the signal and optimize warehouse operations to meet customer demands and reduce costs.

In a study by Zhang et al. (2020), Fourier analysis was used to decompose warehouse demand signals into frequency components, and machine learning models were trained on these components to forecast future demand. The results showed that the Fourier-based approach outperformed traditional time series models in terms of forecasting accuracy, indicating the usefulness of Fourier analysis in machine learning time series forecasting for warehouse operations. This approach can be extended to other warehouse operations such as inventory control, transportation management, and labor scheduling to improve efficiency and reduce costs.

3.7 Project Framework & Real Time Integration

Technologies like AGVs, picking robots, AS/RS, and sensors generate a wealth of real-time data as they operate in the warehouse, such as their location, task completion rates, and performance metrics. By integrating this data into the machine learning forecasting model, the model can be updated in real-time to reflect the actual operational conditions of the warehouse. This allows for more accurate and dynamic predictions of workforce requirements, enabling efficient allocation of resources based on the current needs of the warehouse.

These technologies can be used to automate various tasks in the warehouse, and their performance can be monitored using sensors and other monitoring devices. For example, the system, through the data collected, can identify bottlenecks in the warehouse, such as areas with high demand but limited AGV or robot availability, and trigger adjustments in task allocation or AGV routes to address the issue. This helps to streamline warehouse operations, reduce labor costs, and improve overall efficiency and productivity.
Therefore, we saw the need to have a framework for the picking process digital twin prototype. The framework is generated based on the understanding of the picking process with the focus on the 3 main performance enhancement capabilities, efficiency, productivity, and scalability. In Figure 11 we can see four layers that represent the framework for the digital twin prototype. The four layers and the levers can be described as follows from the inside to the outside:

1. **Layer 1**: The core three performance enhancement capabilities that are going to be affected by the two outer layers.
2. **Layer 2**: Picking process, which is the process in the warehouse that we focused our work on.
3. **Layer 3**: Sources of data. The picking process is affected by the technologies existing in the warehouse and the management team’s daily decisions.
4. **Layer 4**: Technologies proposed in this report.
5. **Levers**: The different levers can be changed to scale the framework to different performance metrics, processes, data sources, technologies, or other warehouses.
Layer 3 includes data taken from WMS, LMS, customer demand, external data, and management’s decisions on the daily operation. The data from Layer 3 is used in Layer 4 to improve the performance of the different technologies. Examples of these data sources and their details, along with their affected KPIs can be seen in Table 6.
Layers 3 and 4 are in constant communication with each other. The technologies proposed use data from the existing sources to create improvements in the operation. The improvements will be seen through better workforce forecasting that will be achieved.

### 3.7.1 Example Scenario

To illustrate the framework and the interactions between the different elements the following example scenario can be used:

1. The machine learning workforce forecasting model generates a 1-week forecast based on the historical data for the orders and labor hours for the picking process labor hours with a 40% mean absolute percentage error (MAPE).

2. The AGVs and picking robots through their sensors are constantly measuring:
   
   a. AGVs: best replenishment routes to reduce replenishment time to the picking zones to improve efficiency.
   
   b. Picking Robots: best picking route for the list of orders assigned to its zone with its assigned picker to improve picking productivity.

3. The data from the AGVs and the picking robots are used as input features to the forecasting model for better productivity and efficiency measurement.

<table>
<thead>
<tr>
<th>Sources</th>
<th>Details</th>
<th>KPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMS</td>
<td>Order lines</td>
<td>1. Throughput (qty/hr) (P)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Number of staff/day (E)</td>
</tr>
<tr>
<td>LMS</td>
<td>Number of employees in every process</td>
<td>3. Experience level on the day (P)</td>
</tr>
<tr>
<td>Customer Demand</td>
<td>SKUs per day and demand trends</td>
<td>4. Cost to serve (E)</td>
</tr>
<tr>
<td>WMS</td>
<td>Order lines</td>
<td>5. Frequency of items ordered (Velocity) (E)</td>
</tr>
<tr>
<td>LMS</td>
<td>Employees distribution over processes</td>
<td>6. Picking cycle time (P)</td>
</tr>
<tr>
<td>Management Changes</td>
<td>Focus of the shift/customer priorities/Order fill rate</td>
<td>8. Picking errors/complete correct orders rate (P)</td>
</tr>
<tr>
<td>Turn-over Rate</td>
<td>Experience level of staff on the day in the assigned process</td>
<td>1. Delta on workforce forecast accuracy (S)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Data quality (S)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Improvement of KPIs (S)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4. Key Learning Indicators (ex. Net Promoter Score (NPS)) (S)</td>
</tr>
</tbody>
</table>

(E) Efficiency KPI, (P) Productivity KPI, (S) Scalability KPI

Table 6
Sources of Data & KPIs affecting Performance Enhancement Capabilities
4. The external data such as experience level of the staff for the period is used as an input into the model.

5. The machine learning workforce forecasting model generates another forecast with an accuracy of 20% and reports it on the dashboard.

6. The dashboard shows the model output among other KPIs and those contribute to the actionable recommendations that this framework generates.

7. Based on the management’s input and operational factors, scenario planning is done for future cases to better predict workforce changes and equipment utilization.

This scenario is one of many scenarios where the warehouse team can use the technologies to improve the efficiency and productivity. Once the data quality from the different systems reaches a mature level, this prototype can be scaled up to other processes in the warehouse and potentially other warehouses.

In Table 6 we see many KPIs that exist today (KPIs 1, 2, 5-8) in the warehouse as performance metrics, however, the addition here is the improvement of these KPIs and also the improvement in the accuracy of measuring them. We also added some new KPIs that can be tracked as they will be beneficial with this framework, such as KPI 3 in Table 11 for productivity, and all the scalability KPIs. The framework in Figure 11 can then be scaled up once the data quality reaches a mature level, and the different systems and technologies are working together in harmony to improve. Scaling up this framework can be done in many ways, whether through adding more technologies to the same process, or expanding to other processes and eventually other warehouses.

4 Results

The different forecasting models showed varying results and helped in getting a much deeper understanding, as well as raised many questions. In this chapter we show the details of the results of the
machine learning techniques for the forecasting problem, as well as the dashboard that connects the workforce forecasting model and creates a digital twin prototype.

4.1 Machine Learning Workforce Forecasting Results

4.1.1 Naïve Forecast

The main use of a naïve forecast in machine learning is to establish a baseline performance for comparison with more complex models. By using a simple and easy-to-implement approach, such as a naïve forecast, as a baseline, we can evaluate the performance of more advanced models and assess whether their predictions are better than the basic naïve forecast. Figure 12 below shows a naïve forecast with an 80/20 test/train split and maintaining a full week in both splits.

![Naïve Forecast with 80/20 Split](image)

The high root mean squared error (RMSE) of 268.54 hours indicates that the model had a low forecast accuracy even with a naïve forecast. If we take a look at the testing data, we see that the highest daily hours are around 1000 hours/day, and they do not happen often, therefore, an RMSE value of 268.54
hours shows a high fluctuation in the forecast, which is not a good sign before we proceeded with XGBOOST. In addition, the "inf" mean absolute percentage error (MAPE) confirmed that as well.

### 4.1.2 XGBOOST

Before running XGBOOST we wanted to add the holidays to the graph to understand whether the peaks are happening around the same time as the holidays. We used XGBOOST with the same train/test split used for the naïve forecast. Figure 13 demonstrates poor performance for the model. As can be seen in the plot, the model is not able to capture the peaks in the data, which can also be confirmed by the high RMSE and MAPE. In addition to that, the holidays did not help in explaining any of the peaks, as some of the highest peaks did not happen around any holidays, such as the peaks in April 2022.

![Figure 12](image.png)

**Figure 12**
XGBOOST with Holidays (MAPE in %)

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGBOOST</td>
<td>18961.39</td>
<td>94.0</td>
</tr>
</tbody>
</table>

### 4.1.3 Fourier Series with Linear Regression and XGBOOST

We used Fourier series in two ways, with daily labor hours and with weekly labor hours. We ran the data through the Fourier function and plotted the periodogram and partial auto-correlation function to see the effect. Then moved to seeing how a simple Linear Regression model would perform, and lastly used
XGBOOST. However, within every model we tried different iterations of lagging features, such as orders or hours. We also changed the test/train split to see how the model is affected. In this section we demonstrate some of these iterations.

### 4.1.3.1 Daily Labor Hours

We started with a Fourier series function with a weekly frequency and an order of 7. We ran the periodogram again to see what a scenario without seasonality would look like. As seen in Figure 14, Fourier series was able to decompose the strong weekly seasonality in the data.

![Figure 13: Periodogram Before and After Using Fourier Series](image)

When examining serial dependence through partial auto-correlation function plot (Figure 15) shows a significance on the previous day forecast in affecting today’s forecast, as well as some significance for the third day and seventh day. This means that the previous day’s performance had a strong effect on today’s
performance, which makes sense. If the workload on the previous day was high, there is a good possibility that it will be high today, especially when it is a busy season.

Considering this information, we introduced a one-day lag in the orders and the hours, and we ran a Linear Regression model with 50/50 train/test time series split. The reason for choosing a 50/50 split is that we wanted to see if the performance of 2021 is enough for the model to predict 2022’s performance. Figure 16 shows the result; however, a Linear Regression model is not able to capture the behavior of the training data properly. Therefore, its performance on the testing data is also poor. That can also be seen from the high symmetric mean absolute percentage error (SMAPE) values. SMAPE is used in this case because of the zero values in the daily orders that prevented us from using MAPE.
We moved to an XGBOOST model with the same parameters used for the Linear Regression model to see how it will perform. From Figure 17, XGBOOST improved on the training data. That can also be seen from its SMAPE, however, on the testing data it still performed poorly and was still not able to capture the upward trend in 2022.

With these results we wanted to change the train/test split to include some data from 2022 to see how the models will perform. We changed the split from 50/50 to 70/30 and ran both models. Figures 18 and 19 below show the results of these iterations.
As seen in Figures 18 and 19 both models improved in performance due to having training data from 2022, however, both are still performing poorly when it comes to predicting the high and low seasons, which is extremely important for such a predictive model.
4.1.3.2 Weekly Labor Hours

We started with a Fourier series function with a monthly frequency and an order of 4. We ran the periodogram again to see how the de-seasonal one would look like. As seen from Figure 20, the Fourier series was able to decompose some of the signal, but some seasonal components can still be seen.

When examining serial dependence through partial auto-correlation function plot, the plot, Figure 21, shows similar results to Figure 15 of the daily hours.
We introduced a one-week lag in the orders and the hours, and we ran a Linear Regression model with 50/50 train/test time series split, as we did for the daily labor hours. Figure 22 shows the result, and it seems we have a similar behavior to the daily labor hours with the same parameters. We also see that 2022’s upward trend is not captured in the model. However, this time we have lower MAPE for both training and testing data.

We moved to an XGBOOST model with the same parameters for the Linear Regression model to see how it will perform. From Figure 23, XGBOOST improved significantly on the training data and that can also be
seen from its very low MAPE, however, on the testing data it did not improve in comparison to the Linear Regression model and was still not able to capture the upward trend in 2022.

Similar to what we did for the daily labor hours, we changed the train/test split to 70/30 to see the effects. Figures 24 and 25 below show the results of these iterations.
From Figures 24 & 25 we can see that this iteration demonstrated the highest improvement to the model. In Linear Regression the model improved on the validation data by 50% in comparison to the weekly 50/50 split iteration. With XGBOOST the validation MAPE improved by 40% in comparison to the weekly 50/50 split iteration.

4.1.4 Forecasting Models Summary

Table 7 shows a summary of all the results of the different models that used. As seen from Table 7, the models’ performance improved when we moved from daily data to weekly data using Fourier Series with Linear Regression and XGBOOST.
The results from the different models we tried showed improvements, however, to have a robust model with a higher level of accuracy, we need more improvement than we obtained. The accuracy and reliability of a machine learning model heavily depend on the quality and completeness of the data used for training and prediction. In the context of our project, if the data used to train the model is inaccurate, inconsistent, or incomplete, it can result in inaccurate predictions. For example, if the historical data used to train the model contains errors in workforce records, misses accurate reporting of working hours by employees or the system, or lacks important variables, such as seasonality or shift patterns, the model may produce inaccurate predictions, and this what we are experiencing in this case.

In addition to that, availability of data can also be a limitation. Workforce forecasting models often require a large amount of data to train and generate accurate predictions. However, obtaining sufficient and relevant data may be challenging, especially in cases where data collection processes are not well-established, or data is not consistently recorded. For example, data on specific workforce variables, such as absenteeism or employee skill levels, may be limited or unavailable, which can affect the accuracy of the model's predictions. In our case we only had data for 2 years of records, with no indication of experience levels or turnover rates.
Workforce demand in a warehouse can be influenced by various factors, such as seasonality, promotions, or changes in business operations. If the data used to train the model does not capture these changes or if the underlying patterns in the data are unstable, it can impact the accuracy of the model's predictions. For example, sudden changes in demand patterns or operational processes that are not reflected in the historical data may lead to inaccurate predictions, as the model may not be able to adapt to such changes. This was clear to us in many instances where the demand spiked without a clear reason in the data. When we tried to look at it from a holidays point of view it did not provide us convincing conclusions. It is important to look in granular detail at such spikes in demand and working hours to understand their underlying causes and to be better prepared when they happen again.

Bias in the data used for training the model can also be a limitation. If the historical data used to train the model is biased, such as different hiring practices or inaccurate recording of workforce data, it can result in biased predictions. For instance, if the historical data used to train the model contains biased information about certain operational behaviors, it can lead to biased predictions, resulting in inaccurate workforce planning decisions. This point will be discussed in more detail in Chapter 5 Discussion.

4.3 Dashboard

A well-designed performance dashboard is essential for monitoring warehouse workforce and efficiency improving workforce forecasting, as it enables real-time tracking of key performance indicators (KPIs), facilitates informed decision-making, and promotes continuous optimization of warehouse operations. We developed two dashboards’ prototypes showcasing the interaction of digital twins with various technologies, assisting warehouse managers in making data-driven decisions.

The first dashboard, as shown in figure 25, presents a visual representation of key performance indicators (KPIs) that offer insights into the efficiency and productivity of warehouse employees, including daily labor hours and same-day order quantities—specifically, pairs of shoes in this case. Daily labor hours
can be further broken down into regular and overtime hours. A simulation, displayed in the top corner, uses dummy data to demonstrate staff experience within the warehouse. The gauge visual indicates warehouse capacity and the simulated daily expected output, calculated based on experienced staff productivity, new staff productivity, the total number of staff members on a given day, and the percentage of experienced staff.

To optimize the use of this data, warehouses should categorize employees as experienced or new in their labor management systems. In other words, the warehouse team can have a database to flag the onboarding of completely new employees and build on it to record their experience levels. As data is collected, it can be integrated as a feature in the workforce forecasting model, enabling the model to learn from the new information and continuously improve its forecasting accuracy.
The second dashboard not only illustrates the warehouse workforce situation in correlation with daily order quantities—pairs of shoes in this case—but also presents the machine learning forecasting prototype results to the warehouse team, as depicted in Figure 26. The dashboard serves as a convenient tool for the warehouse management team, assisting them in the decision-making process. Figure 26 shows more contributions:

1. Weekly forecasts generated by the model.

2. Model accuracy measurements: Mean Absolute Percentage Error (MAPE) and Root Mean Square Error (RMSE).
   
   a. MAPE, the percentage error display will change color to indicate different levels of accuracy: green signifies less than 20% error, amber indicates an error between 20% and 50%, and red represents errors exceeding 50%, which triggers alerts.

   b. RMSE, or Root Mean Square Error, represents the standard deviation of forecast errors.

   In our case, it measures the weekly hours' difference from the forecast. On average our weekly forecast was off by 1,079 hours compared to the actual value that is based on a 6-day/8-hour week (4,800 hours) for 100 employees.
To ensure ease of understanding and usability by warehouse managers, all hourly data are converted into Full Time Equivalent (FTE) for the number of staff required, assuming an 8-hour workday and a 6-day work week. This conversion is based on the understanding that warehouses typically prefer to avoid weekend work. However, observations reveal that weekend hours are still recorded, albeit at a lower rate compared to Monday through Friday.

3. Full Time Equivalent (FTE) for the number of employees involved in the picking process, based on an 8-hour per day, 6-day work week.

4. A map highlighting the potential for replicating this solution in other warehouses, creating a network that displays the number of employees at any given moment.

5. An AI-generated list of questions, produced by Power BI from the underlying data, to address frequently asked queries.
5 Discussion

In this chapter we discuss the insights from the workforce forecasting model and the three technologies that we recommend to be used in the warehouse.

5.1 Workforce Prediction Model Insights

Considering the results reported in Chapter 4 and how they did not improve dramatically even with more complex forecasting techniques, we took another look at the data of the orders and hours to try to understand the behavior. We plotted the daily orders from 2021 and 2022 to see how they changed from one year to another. Then we created the same plot for the daily hours. Figures 26 & 27 represent these two plots, and we can see the following:

- Daily orders: There was no major increase in the number of orders between the two years, as shown in Figure 26. The total orders increased by 9% in 2022 when compared to 2021.

- Daily hours: There was a significant increase in the number of hours between 2021 and 2022, as shown in Figure 27 (red line). The total hours increased by 52% in 2022 when compared to 2021.
The number of additional orders does not justify the increase in hours of operation. These increases can be attributed to several factors, such as:

A. Labor availability: If there are constraints in labor availability, such as reduced staffing levels due to labor shortages or turnover, it may result in longer picking hours to complete the same volume of orders. Limited staffing experience levels could result in reduced picking efficiency and productivity, leading to extended hours of operation.

B. Labor agencies: If the agencies used regularly are changed or ended up sending labor with different experience levels than the warehouse needs, it may result in a longer learning curve, which can extend the number of hours of operation.

C. Operational changes: Changes in operational processes, such as new picking methods, revised order prioritization, or changes in order batching, may impact picking efficiency and require longer hours of operation to maintain the same level of order fulfillment. For example, if a warehouse shifts from batch picking to zone picking, it may require longer hours of operation to cover all zones.
D. Equipment limitations: If the warehouse relies on specific equipment, such as forklifts or conveyor belts, and there are limitations in equipment availability, capacity, or even longer downtimes of these equipment, it may result in longer picking times.

5.2 Technologies Insights

AGVs

Given that the Warehouse primarily deals with shoes, we recommend focusing on the following AGV types to enhance warehouse operations. Forklift AGVs and pallet AGVs can efficiently move pallets of shoes from one location to another, accommodating various load sizes and handling different order types with ease. Additionally, Conveyor AGVs can complement the existing conveyor systems, further streamlining the movement of goods. Once these AGVs are deployed in the warehouse, they can capture data on product movement, velocity, and location, among other parameters. This data can then be integrated with the WMS for real-time monitoring and analysis, optimizing warehouse operations and increasing overall efficiency.

Picking Robots

Because the selected Warehouse primarily deals with shoes, we recommend focusing on the following picking robot types:

1. Piece Picking Robots: These robots can handle individual items, making them ideal for picking various shoe sizes during the e-commerce order fulfillment process.
2. Robotic Arm Pickers: With their versatile robotic arms, these pickers can easily pick and place shoes, streamlining the picking process.
3. Goods-to-Person Robots: By bringing items or shelves directly to the picker. More precisely, time spent walking to, through, and back from the storage areas.
Once picking robots are deployed in the warehouse, they can capture data on product dimensions, weight, and location, among other parameters. This data can be integrated with the WMS for real-time monitoring and analysis. To make the captured data more accessible for workload forecasting, the implementation steps are like those for AGVs. Ensuring that picking robots are equipped with the necessary sensors, integrating their data with the WMS, using data analytics tools for processing, analyzing the data, and utilizing developed models to improve workload forecasting accuracy are all key components for a successful implementation of picking robots in the warehouse.

AS/RS systems

Considering that the warehouse primarily deals with shoes, we recommend focusing on the following AS/RS types:

1. Mini Load AS/RS: Since shoes are relatively small and lightweight, Mini Load AS/RS can provide efficient storage and retrieval solutions tailored to the warehouse's product mix.

2. Vertical Lift Modules (VLMs): These systems can offer compact storage for shoeboxes while maximizing vertical space and ensuring quick access to stored items.

3. Horizontal Carousels: For high turnover shoe models or sizes, Horizontal Carousels can provide fast and efficient storage and retrieval, streamlining the picking process.

Once AS/RS are deployed in the warehouse, they can capture data on product location, quantity, and movement, among other parameters. This data can be collected and integrated with the warehouse management system (WMS) for real-time monitoring and analysis. To ensure the successful integration of new data into the WMS, warehouse managers should consider data compatibility, quality, integration, and security. By addressing these issues systematically, managers can guarantee that the new data is accurate, reliable, and accessible for effective workload forecasting and optimization.
Sensors

Sensors play a big role in a digital twin solution, as they are an integral part of the three technologies recommended, and facilitate the real-time data gathering, as well as the communication between the different parts of the process. They provide the means for getting accurate data from the technologies and storing it in the WMS & LMS, which can help analyzing workflows, labor requirements, and getting business insights.

6 Actionable Recommendations

In this chapter we will discuss the roadmap that the company can follow to achieve a digital twin solution for the picking process and the possibility of expanding it to other warehouses processes. This roadmap can also serve as a guide for scaling this solution to other warehouses.

6.1 Digital Twin Implementation Roadmap

Implementing new technologies in a warehouse involves several key steps to ensure successful integration and adoption. A guide of the essential steps that we believe will be applicable to our specific case is presented in Figure 28, and below it is the detailed explanation of the roadmap.
1. **Assess needs and objectives (Done):** Identify the specific challenges, requirements, and goals that the new technology aims to address. Determine the desired outcomes and improvements the technology should provide.

   - **Need:** better workforce forecasting model and technologies recommendation to improve the picking process.
   - **Objective:** enhance performance by using digital twins to improve efficiency, productivity, and scalability.
2. Research and select technology (Done): Investigate the various available technologies that can meet the identified needs and objectives. Evaluate their features, benefits, costs, and compatibility with existing systems. Select the most suitable technology based on these factors.
   * Technologies: AGVs (as an example for the first implementation)
   * Evaluation: improved efficiency and productivity through the KPIs measurement from Chapter 3 section 3.7.

3. Develop an implementation plan and involve stakeholders (1-2 months): Create a detailed plan outlining the steps, timeline, resources, and responsibilities involved in the implementation process. This plan should include staff training, equipment installation, system integration, and testing. Then engage with all relevant stakeholders, including employees, management, and external partners, to ensure they are informed about the new technology and its benefits. Obtain their input and address any concerns they may have.
   * Implementation plan: share the warehouse layout with the AGVs supplier, in addition to the number of movements done in different workload seasons. This will allow the possibility of determining how many AGVs are needed for the facility and the location for the charging stations.
   * Resources: gather a project management taskforce that will be responsible for all matters related to the full implementation.
   * Stakeholders’ alignment: warehouse management, picking staff and supervisors, and any external parties that are involved in the warehouse operation or movements. Inputs from all levels are crucial for successful implementation.

4. Install and integrate technology (1-2 months): Implement the new technology according to the plan, integrating it with existing systems and processes. This may involve hardware installation, software setup, and data migration or integration. Then conduct thorough testing and validation
of the new technology to ensure it is functioning correctly and meeting the desired objectives. Identify and resolve any issues that may arise during this stage.

- **Hardware setup:** decide on the suitable AGVs type for the picking process and look at the relevant movement paths in the warehouse to ensure the right environment for those movements.
- **Software setup:** setup AGVs system through an interface with the ERP and WMS in the warehouse to allow its integration.
- **System requirements and changes:** in some cases, the WMS will need an additional configuration to enable the AGV interface, which needs to be checked.
- **Test and validate:** start with trial runs without any real material movement, then monitor data inputs, outputs, and performance. Then the process can move to trial runs with material on low workload days or an assigned zone to study its movement in an isolated environment with minimum interruption to the normal operation.

5. **Train staff and provide support (1 month):** Train employees on how to use the new technology effectively and safely. Offer ongoing support to ensure they can troubleshoot issues and maximize the benefits of the new technology.
   - **Train:** workshops to be delivered by the technology provider, along with on-the-job trainings, and shadowing more experienced staff with such technologies.
   - **Technical support:** from technology provider and technology/IT department within the warehouse team.

6. **Monitor and evaluate performance (1 month):** Continuously monitor the performance of the new technology, gathering data and feedback to assess its effectiveness in meeting the identified needs and objectives. Use this information to adjust and make improvements as needed.
• Monitor: downtime of the technology, charging time, interaction with staff, and related operational issues that arise from the use of the AGVs
• Evaluate performance: KPIs improvement compared to before AGVs implementation and staff feedback and concerns from the new way of working is crucial to successful implementation.

7. Scale and optimize (2-3 months): Once the new technology has proven effective, consider scaling its use to other areas of the warehouse or organization. Continuously seek opportunities to optimize its performance and maximize the benefits it provides.
  • Scale: AGV adoption in other processes in the warehouse, or other warehouses.
  • Optimize: continuous feedback loop to ensure optimum performance.

### 6.2 Warehouse Digital Twin Solution

Finally, we presented a comprehensive digital twin solution embodying the four-layer structure delineated in Chapter 3, Section 3.7 (Figure 10), with more and better technology adoption and integration. The framework presented in Figure 30 within this section illustrates the expansive potential of the digital twin prototype and its intrinsic flexibility, making it a tool which can be used in numerous ways.

The lever within Layer 1 can be altered to gauge diverse performance metrics, such as inventory KPIs, and order fulfillment rates, contingent upon the specific targets set by the team. The lever in Layer 2 can facilitate navigation among different warehouse processes. Digital twin technology can enhance processes such as inventory management or packing and can be extended to encompass the entire warehouse, or even multiple warehouses. Layer 3’s lever holds potential for extension to incorporate additional systems, such as the Yard Management System (YMS), as data sources. This expansion would enable the warehouse to extend the application of digital twin technologies beyond its own confines to
other connected areas outside the warehouse. Finally, Layer 4, as depicted in Figure 30, underscores the potential for advanced technological adoption in the picking process. With digital twin solutions and sensor integration, each component of the picking process can be enlivened. This advancement can also extend to other warehouse processes.

The adoption of the digital twin solution necessitates an enhanced level of integration and data quality improvement across various processes and systems. The integration of sensors and technologies can streamline this process by providing vital data, thus fostering effective interconnectivity among systems and processes. Warehouse teams can begin to test various possibilities for integration derived from performance metrics needing improvement. Real-time data acquisition from the various elements promotes the learning and operational improvement of this solution. Moreover, it provides a crucial foundation for the team to simulate scenarios involving operational changes, swiftly adapt to evolving customer requirements, and prepare for peak demand periods, thereby optimizing resource utilization.

This expanded framework serves as a foundation for future larger-scale adoption of digital twin solutions. It outlines a clear path to address varied requirements while maintaining the flexibility to meet the company's diverse needs and objectives.
6.3 Conclusion

In conclusion, our research for the implementation of digital twin technology in the warehouse picking process provides promising insights and potential for improving efficiency and productivity. A digital twin prototype represents a digital replica of the physical entities. It includes technologies that gather real time data, learn dynamically, and is able to facilitate decision making.

By leveraging machine learning forecasting models and integrating technologies such as automated guided vehicles (AGVs), picking robots, and automated storage and retrieval systems (AS/RS), along with the sensors in these technologies, we encapsulate the core components of a digital twin prototype. The
sensors enable real-time interaction with the different systems and facilitate continuous learning and operational improvements. Taking into account the data quality recommendations, the workforce forecasting model, combined with the recommended technologies, will enable the warehouse team to make informed decisions and better anticipate labor requirements, resulting in optimized operations.

6.3.1 Limitations and Future Avenues

Our research highlighted the limitations of the forecasting model due to the data availability and data quality issues. Machine learning forecasting models require large datasets, and more features to provide better predictions. Features such as experience level, turnover rates, accurate measurement of throughput, promotions, and downtime will help improve the prediction of the forecasting model. As the model will keep learning from these patterns to enhance the forecast accuracy. These features will enable the model to understand underlying causes behind labor hours fluctuations.

In the case of having these features as part of our model and longer time horizon datasets, we would have explored the possibility of seeing a better model performance and provided a deeper understanding of the behavior changes in the labor requirements from one year to another. This can still be done in future work by capitalizing on the foundation of this project and using it as a starting point.

Furthermore, there is significant potential to expand this work beyond the picking process. The insights gained from this project can be applied to other processes within the warehouse, such as inventory management, order fulfillment, and shipping. In addition, it helped to uncover the importance of capturing important metrics for the operation, such as staff experience levels and turnover rates that contribute to the workforce forecasting. By adopting other innovative technologies and integrating them into the digital twin framework, we can further streamline operations and maximize efficiency across the entire warehouse ecosystem.
Moreover, this digital twin solution can be scaled and implemented in other warehouses, offering a standardized approach to improving performance and meeting the evolving demands of the industry.

There are great possibilities for the expansion of the framework and the roadmap developed in this research in different dimensions, which can generate greater value for the company’s warehouse operations. Digital twins continue to prove to be a relevant tool for taking warehouse operations to new frontiers and pushing the boundaries of innovation in a segment that consistently grows in importance in the supply chain world.
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